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SUMMARY

]
The primary results of the research efforts are the following:

1. Development of an approach for real time on-board estimation of
spacecraft orientation with sub five arc-second precision.

2. Detailed formulation of an efficient and reliable star pattern
recognition strategy appropriate for use with charged-coupled-
device (CCD) array-type star sensors.

3. Formulation of a motion integration/Kalman filter algorithm to
integrate gyro measured angular rates and (by sequential processing
of the discrete orientation information available from the star

1 sensing, identification, and attitude determination process)

provide optimal real time estimates of spacecraft orientation and

angular velocity.

4. Development of truth models to generate realistic input data for
the star pattern recognition and Kalman filter strategies.

5. Formulation of algorithms using Euler parameters to define orien-
tation.

6. Implementation and validation of the approach in a laboratory
microcomputer - the objective being to assess the problems asso-
ciated with a real-time, on-board version of this system.

These results are discussed in detail herein. This report is
organized in such a fashion that the key features and results of the
work are discussed in the main body of the text; the more involved and
technical details are documented in the ten appendices. i |
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1.0 Introduction

This document reports the findings of a three year research project
to develop a method for on-board satellite attitude determination. We
believe this method can achieve sub-five-arcsecond accuracy when applied
to data obtained with a new general purpose star tracker (typical of
several existing configurations).

The primary motivation for the research is the exploitation of
recently developed light sensitive Charge-Coupled-Devices (CCD) arrays,
placed in the focal plane of a tracker lens, to act as a "film" for
imaging starlight. Satellite attitude can be determined by identifying
the stars detected by the CCD. The star image data, output from the
CCD, can be either telemetered to ground for later analysis or, as
described in this report, analyzed on-board (via computers configured in
parallel) to determine satellite attitude autonomously in near real-time.

The basic system we propose consists of 2 or 3 CCD star trackers
and 3 microcomputers, each with a dedicated function. The function of
each of the 4 sub-systems is outlined below, with reference to Figures

1.1, 1.2, and 1.3.

1.1 System Overview

(1) CCD Star Sensors and Associated Electronics

Although the development of CCD sensors and trackers is not
part of this research, there are several CCD star tracker designs
proposed by various organizations involved in hardware development.

The purpose of our work has been exploitation of the CCD star

tracker technology; we have chosen a particular set of parameters
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Figure 1.1 UVASTAR An electro-optical/software system capable
of real time readout of digitized star coordinates,
and ultimately, autonomous, near-real time star
pattern recognition and attitude determination.
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but it should be kept in mind that these are nominal, achievable

values without further CCD/star tracker technology advances. Each
of the two (or three) trackers is identical and their boresights
are assumed separated by the nominal interlock angle of 90°. We
assume a lens focal length of 70 mm and a CCD array size such that
a 7° x 9° field of view (FOV) is imaged onto the array. The arrays
are assumed to be Fairchild‘'s 11.4 mm x 8.8 mm matrix consisting of
488 x 380 silicon pixels, each pixel accurately imbedded (to 1 part
in 10,000) in a microcircuit chip. Starlight is defocused slightly
on the CCD in order to spread typical images over 9 to 16 neigh-
boring pixels. This permits accurate "centroiding" of the image to
determine image coordinates accurate to about 104 of a pixel
(10% is a conservative estimate). The processing of a data frame
consists of a rapid sequential readout of the voltage response of
all pixels and an analog to digital (A/D) conversion only of cer-
tain pixels (based upon response above an analog threshold level or
prior selection). The scans of each field of view are controlled
by a common clock and are assumed to represent 2 (or 3) frames (1
from each sensor) taken at the same instant. This assumption is
valid for all but very rapidly spinning satellites, since the CCDs
can be scanned 10 times per second. (Refer to Appendix 1 for more
star tracker information.)
Microcomputer A

Program Process A is performed by a Microcomputer A with
either one computer per sensor or sequential treatment of data for
2 or 3 sensors. Again, Process A is not part of this research
program but since the functions to be performed are straightforward,

we simply replace Process A by calculating synthetic output data




whose availability is clock controiled. Process A takes as input
data the digitized pixel voltages and pixel coordinates for up to
10 stars in each FOV and the associated time. Image centroids are
calculated for each image and corrections for lens distortion and
other known error sources are applied; a relative magnitude or
intensity is also calculated. As output, Process A delivers the
focal plane coordinates for each star image. Since Process A
calculations for one data frame can be performed in near real time
and many times faster than the attitude can be determined, it may
be possible and desirable to perform additional editing of the star
data. For example, images with rapidly varying image intensity
from frame to frame could be eliminated or images whose successive
positions are inconsistent with the overall motion caused by
vehicle motion (such as images of space debris) could be deleted
immediately from consideration (failure to detect and delete all
spurious images does not prove fatal, but does slow the pattern
recognition logic of Process B). Process A would be expected to
output image coordinate and magnitude data at the rate of about 5
frames per sensor each minute and simply overwrite old data. The
microcomputer of Process A is considered as an integral part of the
star tracker itself, making it a "smart sensor”.

Since Process A controls the scan of the CCD and its electronics,
it is possible to track only those stars desired (those whose pixel
response lies within specified bounds). Thus, even though the CCD
array contains thousands of pixels, only a small fraction of their
response values need be subjected to A/D conversion and stored at

any one time. It is this data compaction feature, along with the

-
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high dimensional stability of CCD arrays that make them so attractive
for this application. Also significant is the high speed readout
of the CCD which allows one to assume, for most cases, that the
star images visible in a given frame have been imaged simultaneously.
Therefore, stellar resection (geometric) methods can be used for
attitude determination and the vehicle motion can be ignored for
anaylsis of a single frame of data.
Microcomputer B
Data from Process A (and Process C) are analyzed by program
Process B; again by means of a dedicated microcomputer. As input,
Process B accepts:
» star image coordinates and magnitude data; one set per FOV
(from Process A);
+ a-priori attitude estimates and covariance, (from Process C);
and
» a-priori estimates and covariance of interlock angles between
the sensors image planes (from previous analysis of Process B
data).
The sequence of calculations/logical decisions divides into
two primary functions:
+ ijdentify measured stars in each FOV as specific stars contained
in an on-board star catalog (containing, in the general case,
the direction cosines and instrument magnitudes of the 5000
brightest stars) and
- determine the spacecraft orientation and field of view inter-
lock angles which cause the simulated images of identified
catalog stars to overlay the corresponding measured images in a

least-squares sense.




These two tasks will be discussed in detail in Section 3 and

appendices. The expected output rate for Process B is two or more
attitude updates per minute of elapsed time. The old attitude and
covariance, output to Process C, are overwritten by each new
attitude and covariance.

(4) Microcomputer C

The attitude determined by Process B for a discrete time is

further processed by program Process C in microcomputer C. Input
to this program consists of the attitude and covariance from Process
B and A/D converted gyro rate measurements of angular velocity.
The kinematic differential equations governing the spacecraft

attitude are integrated forward from the attitude determined from

the previous pass through Process C (using the gyro rate measurements).

This yields an attitude estimate at the time associated with the
next set of image coordinates from Process A. After Process B has
determined the discrete attitude it is combined with the integrated
attitude in a Kalman Filter calculation to give a best estimate of
attitude at the time associated with the star tracker data.

Further forward integration gives an estimated attitude and co-

variance at real-time.

1.2 Focus of This Study

Qur primary tasks were to develop the algorithms for Process B
(star pattern recognition and attitude determination), and Process C
(state integration and Kalman filter routines). This, of course, required
some study of CCD arrays and star tracker design (Process A). A gov-
erning principle was that this system be suitable for a general purpose

satellite; that is, we did not design it with a particular mission in
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mind. We have required a slowly rotating satellite, however, in order
to insure that star images do not cause streaks in the star camera and
that our rate integration be valid (i.e., the vehicle not undergo rapid
maneuvers).

The algorithms we devised can run on a large memory (64,000 bytes),
general purpose microcomputer. To demonstrate this, we have programed
the algorithms on a Hewlett-Packard 98455 microcomputer equipped with a
high level BASIC interpreter language package. Although the processing
time with this language is significantly slower than a compiler type of
system or machine code program its use permitted programming ease, which
was essential for development work. Our tests show the present system
will produce updated attitude estimates every 60 seconds (with rate
integrated attitude available several times per second) in a steady
state mode; when the programs are implemented in a form suitable for a
satellite computer they should execute much faster.

We have organized this report to include most of the detail and
mathematical developments in appendices in order to keep the body des-
criptive and concise. Section 2 discusses the coordinate frames and
orientation variables used in this study. Processes B and C are
described in Sections 3 and 4, respectively. We discuss our truth model
and simulation tests of our algorithms in Section 5 and present con-
clusions in Section 6. The reader is referred to references 1-3 for a

discussion of intermediate results of this project.

SR e bl RS s o, Y G




[ .

10

2.0 Orientation Parameters and Coordinate Frames

In order to describe the orientation of a spacecraft we need to
specify some coordinate frame fixed in the vehicle and another fixed in
inertial space. In addition, we need a parameter set to describe the
relative orientation of these two frames.

Euler angles provide an easily understood description of relative
orientation of two frames. The three angles specify a sequence of
rotations about three successive coordinate axes of a rotated frame.
However, although they are descriptive, Euler angles are not very
suitable for our purposes for several reasons. Any of the twelve
possible rotation sequences possesses two singularities. In addition,
the differential equations describing the rotational motion of a vehicle
involve trigonometric nonlinearities when expressed in terms of Euler
angles. The same is true of the least-squares equations used in the
star pattern recognition algorithms. Extensive use of trigonometric

functions will significantly increase the computation time.

2.1 Euler Parameters

These problems have been circumvented by using a set of four
variables called Euler parameters instead of Euler angles. Euler param-
eters have the advantages that (1) they do not have a geometric singu-
larity, (2) they rigorously satisfy linear differential equations, and
(3) no evaluation of trigonometric functions need be done in any applica-
tion discussed herein. One disadvantage is the four parameters must
sum-square to unity; we have found methods to include this constraint in
our estimation algorithms.

Euler parameters (Bo, Bi, B2, B3) can be interpreted geometrically

in terms of Euler's theorem: A completely general angular displacement

e e
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of a rigid body can be accomplished by a single rotation (the principal

angle, ¢) about a line (the principal line, E) which is fixed relative

to both arbitrary body-fixed axes {b} and reference axes {;}. If {;}
is initially conincident with {b}, then the direction cosines (2;,22,%3)
of 2 with respect to {n} and {G} are identical.

The Euler parameters are then related to the principal rotation

e

parameters as follows:

Bo = cos ¢/2
(2.1)
Bi = 2 sin ¢/2, i =1,2,3.
Note that Euler parameters satisfy the constraint:
} e (2.2
gz = 1. 2.2
i=g !

The rotation matrix [C] characterizing the relationship between a body
fixed frame {b} and a reference frame {;} by: {6} = [C]{;} can be

written in terms of Euler parameters as:

B} + 8% - B3 - B} 2(B1B2 + BoBs) 2(B1Bs - BoB2)
[C] = |2(B1B2 - BoB3) B - B} + 8% - B 2(B2B3 + BoBy) i;
2(B1Bs + BoB2) 2(B2B3 - BoB1) 8% - B - B3 + B}
(2.3)

2.2 Coordinate Frames

For convenience we have used several coordinate frames for Process T
B and C algorithms. They are: the inertial frame, N, the gyroscope
frame, G, the vehicle frame, V, and two camera frames, A and B (Table
2.1).

The inertial frame is our primary reference frame and is defined,

essentially, by star positions. The locations of all the stars in the

S T W S s o S T 0 g gt By o Tn .

gy
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Table 2.1

COORDINATE FRAMES

Inertial Frame (N): Primary reference frame. Used for star
positions and vehicle velocity components.
Gyroscope Frame (G): Defined by orientation of three orthogonal
! gyroscopes. Rotation rate of the vehicle

is measured in this frame.

Camera "A" Frame (A): Defined by orientation of camera boresight
and focal plane. :

Camera "B" Frame (B): Defined by orientation of camera boresight
and focal plane.

Vehicle Frame (V): Defined by boresight unit vectors of the
"A" and "B" frames. Orientation of this
frame with respect to the "N" frame is

determined by Process B.

RELATIONSHIPS BETWEEN FRAMES

G - N: Changes as vehicle rotates. 1
; V - N: Changes as vehicle rotates.

V - G: Assume this varies siowly with time. Gyro bias terms compen-

sate for small, slow variations.
B - A: Assume this varies slowly with time. Interlock parameters are

monitored by Process B.
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onboard catalog are specified in this frame, as are the vehicle velocity
components (used for aberration corrections). The gyro frame is defined
by the axes of three orthogonal gyroscopes, fixed in the vehicle. Each
gyroscope gives a measure of the vehicle rotation rate about that axis
(these are the rates integrated by Process C). Our simulation studies
have been configured for a nominally earth pointing spacecraft. Accordingly,
we have specified that the unit vectors {gi} along the gyro axes be
oriented such that g; is along the radius vector, g, is perpendicular to
the orbit plane and then g; = g, x g3 (nominally along the velocity vector).
The two camera frames, A and B, are assumed fixed to the vehicle
and, therefore, maintain a fixed orientation with respect to the gyro
frame. We have specified that a; and b; coincide with the camera bore-
sights and point 45° from the direction of vehicle motion, above and
below the orbit plane. Unit vectors a, and b; lie along the x axis of
the CCD of each camera and lie in the orbit plane while a. and bz
form the y axis of each CCD.
The V frame has been defined by the boresight vectors, as; and b,

(see Figure 2.2):

v1 = (as + by)/|as + bs
V3 = (23 x 93)/'23 x bs] .

Both Processes B and C have been formulated to employ the Euler para-
meters which orient this vehicle frame with respect to the inertial
frame.

There are several advantages to this definition of the V frame.

First, the boresight vector of each frame is well determined compared
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Figure 2.1, Relationship of the vehicle frame to FOV(A) and
FOV(B)
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with the rotation about the boresight vector. Thus, the V frame orien-
tation is not affected by the poorly known quantities. Second, by using
this definition we weight frames A and B equally.

Although frames G, A and B are nominally fixed with respect to the

vehicle, in reality these .interlock relative orientations will vary due
to thermal cycling, vehicle vibrations, etc. Therefore, we have included
techniques in Processes B and C, to be discussed in later sections, to

monitor and/or partially correct for these interlock variation effects.

A by-product is the attractive feature that the system becomes fully

self-calibrating.

B N Bk A Mg
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3.0 Process B

Attitude determination by processing image coordinates obtained
from Process A depends upon the ability to describe mathematically the
location of a star image on the CCD image plane, given its direction in
space and the orientation of the star tracker. This mapping, a function
of the Euler parameters discussed in Section 2, is described by the

stellar colinearity equations which, for frame A, have the form:

L1ANy, + LoANy, + L3AN;,
x=f + Xq
L1AN3, + LoAN;, + L3AN;,

(3.1)
L1AN2; + LoANz, + L3AN;
y=f +y
LiAN3; + L,AN3, + L3AN;;

where f = lens focal length, assumed to be constant,

>
=z
n

— .
[}

elements of the coordinate frame rotation matrix AN,
in turn a function of Euler parameters, and

i star direction cosines for the particular star as
i measured in the N frame

F. (xo,yo) = principal point offsets.
|

If there are several stars in a single field of view (FOV) we seek

————

to minimize the sum of the squares of the residuals between measured

star images and predicted coordinates for the same stars. This is
accomplished by adjusting the Euler parameters, which orient the star

tracker frame, using a least-square differential correction scheme.

Before outlining the least-square procedures, we describe the
process of equating particular catalog stars with measured stars. To

start Process B we need an estimate of the camera orientation. This can

be provided by either the results of a previous pass through Processes B

and C or from some indirect method such as horizon sensors. This

|
I
i
!
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- nor corrected for proper motion since these tasks would best await an
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estimate is needed to acquire a "sub-catalog" from the mission catalog

and must be sufficiently accurate so that the subcatalog contains the

measured stars.

3.1 Star Catalog

As part of our work on Process B, we have converted the visual
magnitude of over 5,000 stars to a standard infra-red (I) magnitude.
For simplicity, we assumed the instrument magnitude is identical to
the I magnitude (which could be arranged by using an I filter). In
specific applications instrument magnitude would probably be based

upon laboratory calibration. We have not precessed the star positions

actual flight test of the system. Details of magnitude conversions
are discussed in Appendix 2.

In addition, we developed a star catalog format for easy access.
The celestial sphere is divided into cells or segments in an orderly
pattern so that any cell can be accessed easily to obtain the positions
of stars contained within. It is important to keep in mind that our
catalog segmentation and access logic were designed for a general mis-

sion. Simplified catalogs could be designed for specific missions. See

Appendix 3 for more details on the cell structure and access logic.

3.2 Star Pairing

Associating catalog and measured stars begins by sorting catalog
stars by angular distance off the apriori estimated FOV boresight
direction. By computing the vector dot product of each star with the
boresight vector we have a suitable measure of angular distance and can

sort stars according to this parameter (and thereby avoid repetative
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angle calculations from inverse trigonometric functions). The next step
is to compute and store in a table, the cosine of the interstar angle
for all possible pairs of measured stars. We then pair catalog stars,
beginning with stars nearest the estimated boresight, compute the cosine
of the interstar angle, and then compare this value with each value for
the measured pairs (refer to Appendix 4). This process is repeated
until either a match is found to within some tolerance or the list of
catalog stars is exhausted. In the latter case we start over with fresh
data from Process A and a new estimate of orientation. However, if a
match is found, we tentatively assume the catalog pair is the same as
the measured pair. We are now ready to adjust the estimated orientation
parameters via least-squares correction to get the two projected catalog
stars to overlay the two measured stars. Because of the relatively high
probability of finding an invalid star pair match, attitude confirmation
requires additional star matches, as discussed below. We must also
account for the effect of stellar aberration on the star direction

cosines (refer to Appendix 5).

3.3 Least-Squares Correction

The non-linear relationship between the Euler parameters and star
image coordinates requires an iterative least-squares correction proce-
dure to find the best estimate of vehicle orientation. Basically, at

each iteration we require the Euler parameter corrections to minimize:
(AX - A 28)TW(AX - A 28) (3.2)

where AX is a column vector of x and y coordinate residuals between the

measured and predicted images (using the current values for the orienta-

tion variables), A is a matrix of partial derivatives of star positions

S aEm o=
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(the stellar colinearity equations) with respect to current Euler parameters,
AB is the correction vector to be added to the current parameters and W
is a weight matrix. The derivation of this equation is found in Appendix
6.
Since the Euler parameters must satisfy a constraint equation, it
is necessary to guarentee that the corrected Euler parameters also

satisfy this constraint. If we express the constraint equation as
B B=1, (3.3)

then, after correcting the parameters, the corrections AB must satisfy:

(8 +28)7 (B +28) = 1. (3.4)
Expanding to first order we have:

T T - .

B' B+ 28 AB =1 + residual (3.5)
and by writing this as

(1 - 8'8) - 2878 = residual (3.6)

we can append 1 - BTB to the AX vector, ZBT to the A matrix and A8 is
again the correction vector. In solving Eq. (3.2) we assign a large
weight to this constraint equation in order to insure that it is satis-
fied (i.e., the residual will be essentially zero).

After the vector of Euler parameters has been found by iteration,
it is necessary to confirm whether or not the catalog pair is indeed the
measured pair (i.e., whether we have the correct orientation). Each
catalog star is mathematically projected onto the focal plane and tested
to see if it lies near a measured star. A match of three or more stars
is considered a positive outcome; a match of only two stars (most 1ikely

the initial pair) or fewer constitutes failure and we continue with star

3 AR e E e Tan e B o ATt A TR N Sl U Pt v e B 1y g nx LB M bedrae < o
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pair matching to find another pair. In the present software version we

accept up to 5 catalog stars which match measured stars in one FOV.

The star pair matching and confirmation calculations described
above are performed separately for each FOV. If the outcome for each
FOV is positive, we have up to 5 measured stars from each FOV with their
corresponding catalog positions. All of these stars are used to correct
the orientation again and, in addition, to correct the Euler parameters
defining the interlock relationship between the two FOV. We again
minimize:

(AX - A 28)TW(aX - Aag).

Now, AX contains the residuals for all images, the A matrix contains
partial derivatives with respect to both the Euler parameters orienting
the vehicle frame and those orienting frame B with respect to A, and A8
contains corrections to these same Euler parameters. As before, we
append two constraint equations, one for each set of Euler parameters,
to the matrix equation. (Refer to Appendix 7 for details of this pro-
cedure).

This method yields an accurate BVN vector compared with BBA' The
Byn describe the orientation of the vehicle frame which, in turn,
is determined by the FOV boresight vectors, both usually well deter-
mined. On the other hand, the BBA are effected by the relatively poorer

determination of the roll angle about the boresight vector of each FOV.

Therefore, we have found it desirable to further process BBA' We assume-

the true BBA vary slowly (due to such things as thermal cycling) and

write:

éBA =0 (3.7)

and then combine the apriori or predicted values of BBA (obtained from a

previous analysis) with the calculated values of BBA obtained via

—
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least-squares. The two vectors of BBA are combined using a discrete
Kalman filter (see Appendix 6 for details). This method can be used,
with proper tuning, to monitor the interlock variations and give the

system "memory" of past interlock determinations.

We note that the least-squares method for two FOV and the Kalman ‘
filter calculations involve considerable mathematics, such as matrix
multiplication and matrix inversion, which adversely affects execution
time. However, it is important, we feel, to provide the option to
calibrate (as often as necessary) the interlocks between camera frames.

By monitoring these variations we can make the system self-calibrating

gy

and can tolerate modest lack of mechanical stability in the various

interlocks.
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4.0 Process C

Procsss C software has two primary functions: (1) integrate the
kinematic differential equations describing the satellite motion over a

short time interval in order to provide Process B with a new attitude

5 estimate, and (2) combine this integrated orientation with the orien-

performed via a discrete Kalman filter to yield an optimal estimate of

the orientation at a particular time.

4.1 Kinematic Equations

The differential equations describing the kinematics of a rotating
coordinate frame with respect to a fixed frame, expressed in terms of

Euler parameters, are:

/éo r‘Bl 'BZ B:
. W
. B1 1 Bo -Bs B2
8} =4, =7 w2» = [B{w} (4.1)
B2 Bs Bo -B1
w3
Bs | B2 By Bo
0 -w -~w -w_: Bo
1 wy O w3 ~W2 <3
=5 = [w]{B} (4.2)
wy -wg 0 W B2
w3 wp -~wy O Bs
L A

where {8} are the Euler parameters orienting the frame and {w} are the
gyro rates measured in that frame, along the 3 orthogonal axes.

In our model we prefer to use the Euler parameters orienting the

vehicle frame, V, with respect to the inertial frame, N. Therefore, the

tation determined by least-squares in Process B. The second function is

S St — S,
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gyro rates, measured in the G frame, must be transformed into the V
frame via matrix VG, which we assume to be constant. In addition, the
measured gyro rates, {@}, contain noise terms and other effects such as
errors due to nonorthogonality of the gyroscopes, variations in the V-G
interlocks, and gravity or magnetic effects. We account for these
effects, to first order, by absorbing all except gyro noise into bias
terms, {b}, one per axis. The equations become (using letter subscripts

to denote the appropriate coordinate frame relationships):

{BVN} [BVN][VG]{mGN - bGN}

= [QVN]{BVN} - [BVN][VG]{bGN}

where {&GN} = {wGN}(true) + {bGN} + {noise}. The gyro biases are

assumed to be slowly varying; this allows us to write:

{BGN} BZ = 0

which is valid over short time intervals. The set of seven differential
equations (for the four Euler parameters and three biases) can be
integrated via Runge-Kutta methods to yield a new orientation estimate

for Process B.

4.2 Xalman Filter Equations

The two estimates of vehicle attitude, one from integration of the
kinematic equations and the second from Process B attitude estimation,
are combined to give a best estimate of the attitude. We have adopted

the discrete Kalman filter equations for a linear system:




xk+](k +1) =

Prar(k + 1) =

where

Keay (ke + 1) =

Yk(k +1) =

Kk + 1)

;(k +1)

Y(k + 1)

Pi(j) =

H(k + 1)

L =
Ve Vien:

L
J‘ Pdt =
t

K(k +1) = P (K + DH (k + ‘){}v
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Kk + 1) + Kk + 1){¥(k + 1) - T(k + 1))

t
Pk +1) =P (Kk) +_j; k1 gt (4.5a-d)

k

k1 Vi1
[I - K(k + 1)H(k + ])]Pk(k +1)

optimal estimate of the state X at time tk+1 based on

k + 1 data sets,

state X at time t, . based on k data sets, and calculated

from forward integration of kinematic equations,

Kalman gain matrix for time tk+]’

Y‘yu
5GN

Values of BVN from Process B and bias values

from previous iteration,

B
)B!Nz = Values of BVN from integration and bias
GN
values from previous iteration,
7 x 7 covariance matrix at time tj based on i data
sets,
%% = I (for our case),
]
a1

covariance matrix associated with measurement of the
state (or observations) from Process B (the upper left
4 x 4) and covariance for the biases (the lower right
3 x 3), and

integration of the matrix Riccati equation for

covariance propagation (see Appendix 8).

+ H(k + 1)P, (k + 1)HT(k + 1)}-




Notice that we have included the biases as observables in our

Kalman filter equations. By choosing the appropriate covariance values

in matrix L and P, we can control the corrections to the biases. We
have done this because we hypothosize that the biases vary slowly--or at
least the effects which we are most interested in monitoring vary
slowly. Our simulation tests indicate that with this formulation we can

follow the bias terms added to the rate gyro data and absorb variations

in the interlock matrix VG into the bias terms with 1ittle degradation

in the optimal state estimate.

g a7 st U o
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5.0 Truth Model and Simulation Tests

The algorithms for Process B and C were tested by processing data
produced by a simulation program ("truth model") and then comparing the
results with the "true" model. Each test consisted of processing a
series of 29 data frames separated by 30 seconds of satellite motion.
The most important input data are the image coordinates and intensities
of the stars in each field of view from Process A and the most important
output data are the calculated orientation from Processes B and C. The
simulation program was written to include variations in several impor-
tant parameters such as Euler parameters describing the relative orien-
tation of the two camera frames, Euler parameters for the rotation from
the gyro to vehicle frames, and gyro bias terms. To illustrate the
performance of our algorithms for this report each series included the
parameter variations of the previous model plus only one additional

parameter variation.

5.1 Simulation Program

We first describe briefly the creation of simulated data. The
first step is to choose an appropriate satellite orbit, specified by its
semimajor axis, orbital period and inclination. To facilitate the
calculation of satellite position and velocity, we make use of Herrick's
two body solution (see Ref. 6, p. 155). To use this method we specify
the initial position and velocity components, expressed in the inertial

frame, and the associated time. Al1 later positions and velocities can

be determined by specifying the desired time and solving several equations.

This same method is used to determine the earth's position and velocity
at each time step. Velocity data are needed to calculate the aberration

of starlight which affects the appaient star directions.

-— N M e e
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A1l of our tests have assumed a circular satellite orbit and a

nominally earth pointing vehicle. To reflect this choice we initially
orient the gyroscope frame so that the g. axis is perpendicular to the
orbit plane and the primary vehicle rotation is about that axis. The g;
axis is initially along the orbit radius vector, r, and g, is given by
g2 % gs3. Since our primary orientation variables are BVN’ as discussed
in Section 2, we obtain their initial values as follows: specify the
initial values for Byg and calculate the rotation matrix VG, then use
the gyro unit vectors {g} to fill matrix GN and calculate VN = VG + GN;
BVN can then be recovered from VN. A1l subsequent values of Byy are
obtained by integrating the kinematic differential equations forward in
time. The gyroscope rate history, needed for the integration, is given
for the G frame; therefore, the rates are rotated into the V frame by
matrix VG, a function of Byg? which can be either constant or time
varying. See Appendix 9 for details of rate gyro data simulation.

At each time step we calculate the VN matrix from BVN' Matrix BA
is computed from BBA (again, constant or time varying parameters) and
from BA we compute AV (see Appendix 7). The last row of AN = AV « VN is
the FOV(A) camera boresight unit vector, needed to access the star
catalog for a subcatalog of stars. After adding the effects of aber-
ration, the stars are projected onto the CCD image plane via the stellar
colinearity equations. Stars seen by the second camera are obtained in
the same manner, after first computing BN = BA « AN to get the boresight
unit vector.

The image coordinates obtained by the above methods are assumed to

represent the "true"” state. In an actual system Process A will not,
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of course, produce the true image coordinates. We have assumed that the
centroiding of an image can be performed to an accuracy of 10% of a
pixel (1-sigma error) and that systematic errors such as image distortion
can be accounted for and removed. Therefore, we perturb the true image
coordinates with Gaussian noise.

Various data are stored on tape or disk for later analysis by
Process B and C. Space is left at the end of each record (one record

per frame) for data computed by Processes B and C; these are later

analyzed for accuracy and displayed.

5.2 Simulation Tests

A set of eight models was used to test our algorithms. A1l models
followed the same orbital path and rotation history. Of the 29 data
‘frames, each consisting of image coordinates in a pair of FOV and
separated by 30 seconds of flight time, only once does a FOV contain
2 stars (the case at 8 minutes from the start). In that case, the
least-squares solution used only the stars from one FOV; the orientation
errors for this case are relatively large in all models. For display
purposes, we have plotted the root-mean-square of the angular errors
between the calculated and true vehicle frame (using the 1-2-3 Euler
angle set). There are actually three calculated frames: the result
of Process B least-squares, the integrated state, and the optimal
estimate from the Kalman filter. Each series started with an estimate

about 2 degrees in error. Thus, several frames must be processed for

the system to reach steady state.
No noise or parameter variations were included in the first

model in order to verify that the software could indeed recover the

;
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true state (Figure 5.1). Gaussian noise added to the rate gyro data (1

sigma = 1 arcsecond/second) causes the integrated state of our second
model to deviate from the true state (Figure 5.2). It is evident that
with this level of noise, the state could be integrated several minutes,
at least, before the accumulated error would place the estimated state
too far from the true state. Thus, Process C provides adequate backup
for failures of Process B. Notice also that the optimal estimate nearly
matches the Process B state; this is due to the significantly smaller
covariance associated with the Process B result.

Our third test included noise in the image coordinates (1 sigma =
0.0034 mm) corresponding to approximately 10 arcsecond error in deter-
mining a star's direction (lens focal length = 70 mm). Once again the
optimal estimate is nearly the Process B result (Figure 5.3). This and
all following simulation models show that the most important factor
affecting the vehicle attitude determination accuracy is the accuracy
with which individual star centroids can be determined. A reduction of
centroid errors will produce a proportional reduction in orientation
errors. Since the least-squares result nearly matches the optimal
estimate, improving the star tracker performance will yield the most
improvement in attitude estimation. Our choice of 10% pixel centroiding
error for each star, yielding about 5 arcsecond vehicle pointing error,
is considered conservative. Indications are that 5% pixel error can be
obtained routinely, with perhaps even smaller errors for brighter stars
(considerable research is presently under way to determine optimal “tuning"
of the sensor and centroiding process-clearly an appropriate scale factor

can be applied to our results to reflect other centroiding error models).
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The fourth model included variations in the Euler parameters
describing the interlock between star tracker frames. As expected, this
does not seriously degrade the orientation of the vehicle (V) frame
since its orientation is defined by the boresight unit vectors (Figure
5.4a). It will be recalled that Process B algorithms estimate these
interlock parameters. Figures 5.4b-d display the estimates obtained
for the three interlock angles. Each figure shows the deviations, from
the nominal interlock angle, of the true angle, the angle calculated
from least-squares and the best estimate of the interlock angle. This
series used a value 5 arcseconds for the variance of process noise
matrix in the Kalman filter calculations. The fifth series was identical
to the forth series except we used a value of 10 arcseconds. Results of
Figure 5.5a indicate little effect on the vehicle frame orientation
while Figures 5.5b-d show improved interlock recovery compared with
Figure 5.4b-d. The value used for the process noise should be influ-
enced by the size of the expected variations in interlocks. A strict
value (small noise) prohibits the algorithm from following a true
variation while a large value leads to large fluctuations in the inter-
locks and no meaningful self-calibration.

The next several simulations concern Process C performance. First
we added a time varying bias term to each gyro axis in order to test how
well Process C algorithms recover and follow each bias. Figure 5,6a
indicates the biases degrade the integrated state only slightly once
the biases have been recovered (after several minutes). Figure 5.6b
shows the true and calculated bias values. By choosing a different

value for the bias variance (see Section 4) we can control the fluctua-

tions in the recovered biases. To demonstrate this, in our seventh
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series we increased the variance square root from 0.5 to 1.0 arcsecond/
second. Figure 5.7a shows no effect on the vehicle frame determination
while Figure 5.7b indicates a faster bias recovery but somewhat larger
bias fluctuations compared with Figure 5.6b.

Our final simulation test included the effects of time-varying
and off-set Euler parameters, BVG’ describing the relationship between
the vehicle and gyro frames. Process C algorithms assume this relation-
ship is fixed (in our case rotation matrix VG is the identity matrix) so
any deviation will appear, over the short interval, as simply an addi-
tional bias term in the gyroscopes. Thus, we see little effect in the V
frame errors (Figure 5.8a) but notice the recovered bias values are
displaced somewhat from their previous tracks (Figure 5.8b, variance
square-root is 0.5 arcsecond/second). We assume that other slowly
varying or constant effects will be accounted for in Tike manner.

The choice for the bias variance should be influenced by the
expected variations in the gyro biases as well as an estimate of vari-
ations in other elements. As with the FOV interlock weight, a strict
value (small variance) restricts the tracking of a true variation while

a liberal value negates the self-calibrating nature of the algorithms,
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6.0 Conclusions

The simulations discussed in Section 5 illustrate that our algorithms
can routinely yield 5 arcsecond accuracy for the assumed star tracker
configuration and using up to 5 stars in each field of view. There will
be occasional errors greater than 5 arcseconds because of too few stars
in one or both FOV. Therefore, we consider our quoted accuracy to
represent a one sigma error.

We have not demonstrated explicitly that the necessary calculations
can be carried out rapidly enough to yield a new attitude estimate every
30 seconds, as planned. However, this can be accomplished, we believe,
simply by converting our algorithms from an interpreter to compiler type
of computer language. Such a change would probably reduce computer time
by a factor of 5 to 10 (from roughly 60 seconds per frame to less than
12 seconds).

There are several features of our algorithms which need special
emphasis. First, it is important to keep in mind that our algorithms
assume a slowly rotating satellite. Our algorithms are designed to
determine the vehicle attitude provided there is an attitude estimate
which is within, say, 5-10 degrees of the truth. In a'steady-state
mode, we can integrate rate-gyro data between successive frames and
thereby provide sequential estimates. However, there must be some
system such as horizon sensors to provide a rough attitude estimate
either in case of start-up, after vehicle maneuvers, and perhaps after
successive failures of Process B.

Also, several parameters must be choosen after a real system is

designed or assembled. Two of these are the variance for the Kalman




filter interlock estimation and the gyro bias variance for the Kalman
filter bias estimation; both of these are important for the self-cali-
brating features of our algorithms. We have not attempted to provide
the extensive error checking capability needed on a flight system since
it is impossible to foresee the many types of failures or errors encoun-
tered in a real-life situation.

There are, of course, many possible modifications and additions
which could be made. One obvious modification is to reduce the number
of stars used in the least-squares correction from the current 5 to
perhaps 3 or 4 per FOV. Obviously, this will reduce the attitude accuracy
but would have the advantage of reducing computing time and memory
requirements. Perhaps with some additional logic the 3 or 4 stars most
widely distributed over the FOV could be selected and thereby lessen the
impact of fewer stars. An improvement in attitude estimation could be
obféined by using a longer focal length lens for each star tracker.

This reduces the pointing error to each star due to centroiding errors
and therefore improves orientation estimates. However, such a change
reduces the field of view and the number of stars detected (unless a

larger lens is used to detect fainter stars, requiring a larger catalog

as well).
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Appendix 1: CCD Star Tracker

An important element of the attitude determination system discussed
in this report is the CCD star tracker. In this appendix we discuss
some of the key features uf such a star tracker.

A CCD array has a high degree of dimensional stability and is
relatively immune to magnetic effects. These features make it very
attractive for a star tracker. For a general purpose tracker the field
size is typically 5° to 10° wide and with CCD array sizes currently
available, the star images would be a fraction of a pixel in diameter.
By defocusing the camera lers slightly so a typical image covers a 3 x
3 array of pixels an image centroid can be computed with at least 10%
pixel accuracy. By applying a stored correction function, this error
can be reduced still further. ;

Two other factors affecting centroid accuracy are pixel response
variations and photon noise. Response variations can be corrected via
a-priori calibration. However, due to time and computer memory limita-

tions only the most severe variations would be corrected in practice.

—— e e

Cooling the CCD reduces thermal noise but the photon noise is always

'aj

present, affecting fainter images more than brighter images. It is
expected that a star tracker with sophisticated software could determine
centroids with an accuracy of 5% of a pixel (1o) for minimum brightness
stars and perhaps 2-3% error tor the brightest stars.

To prevent the star images from smearing on the CCD due to vehicle
motion, the exposure time or integration time must be kept short. On
the other hand, the analog voltage response from star illuminated pixels
must be accurately converted to a digital value, a relatively slow

process. Several techniques can be employed to improve read out speed.
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The first is to trigger the analog to digital (A/D) conversion only for
preselected pixels or those that exceed a minimum threshold. Preselec-
tion can be done after a set of stars has been located from the previous
frames, while the triggering method can be instituted in a search mode.
A second speed gain can be achieved by line-skipping--skipping the read-
out of rows of pixel responses after they have been transferred from
vertical registers into the horizontal register. This technique can be
employed in the track mode once a set of stars has been located.

We anticipate that Process A will be able to received multiple
frames of data from the star trackers before Process B is ready to
accept new data. This may allow Process A time to edit the data such as
predicting, crudely, where the stars may appear in the next frame
and/or providing Process B with some average position for each star in a
frame. This latter technique could improve the projected accuracy by

averaging out some random position errors.
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Appendix 2: CCD Instrument Response and Stellar Magnitude Conversion

As mentioned in Section 1, the outputs of Process A are the inter-
polated centroids and instrument magnitudes for each valid star image.
The purpose of this Appendix is the discussion of the approximate tech-

niques utilized in the synthesis of these two outputs.

A2.1 The Star Centroids

The centroid location (xc,yc) is given by

f("iz.Rij)

=1 J -
X TR, (A2.1)

ji ¥
and

Z(y4IR;5)

y =i, (A2.2)
R. .
ij

Jji
where Rij is the A/D converted response level of the pixel located at
(xi,yi) and the summations are over the square array of pixels illuminated
by the defocused star image (9 to 16 pixels).
Typical cell size for a CCD is approximately 0.030 mm on a side. !
A CCD placed behind a 70 mm focal length lens (proposed for one CCD
star-sensor) gives a resolution of approximately 1.5 arc-minutes for a

focused image. When apread over a 3 x 3 or 4 x 4 cell pattern, the

resolution with which the centroid can be located has been found to be

< 6 arc-sec. For double stars, Process A would produce image coordinates
for a single star but with poorly determined image coordinates (a weighted
mean of the two stars).

Detections of double stars should not be used in Process B since

they would result in poor orientations. One solution to this problem




;,
|
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is to delete from the mission catalog all star pairs with separations

less than some tolerance (76 arc-min. in this case). There are sufficient
stars in the catalog that this deletion should not seriously degrade
performance. Some additional time in Process B will be used trying
unsuccessfully to pair measured double stars with catalog stars, but

since detection of double stars will be a relatively rare event, this

time penalty should not be a significant practical problem.

A2.2 CCD Magnitude Response

A2.2.1 Magnitude Conversion

Due to both the different spectral qualities of various stars and
the peculiarities in the unfiltered CCD response (the primary sensitivity
is to red or near infra-red radiation) two stars of the same visual (V)
magnitude (for example) may cause different CCD response. Hence none
of the cataloged star magnitudes may be used directly. Rather, the
magnitudes of the stars must be properly transformed (using the spectral
properties contained in the master star catalog SKYMAP) prior to inser-
tion in the mission catalog. Simply stated, the mission catalog must
contain an "instrument magnitude" for each star.

It has been decided to convert the V magnitudes of SKYMAP to I
magnitudes and utilize an I filter placed over the CCD array. The
following points support this decision:

(1) Given the information in SKYMAP, one could, in principle,

perform a magnitude conversion from V to a CCD magnitude.
However, this would require the choice of a particular CCD
detector in order to determine its response characteristics in

the laboratory.
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(2) The response functions of typical CCD's are quite broad, a

fact which makes a rigorous conversion to a CCD magnitude
difficult in light of the complicated stellar spectral features
in the blue wavelength region. A detailed description of the
spectra would be required. The I filter, on the other hand,

is confined to the red wavelengths where the star spectra are
relatively smooth.

(3) The I filter response peak is near that of typical CCD's. 1In
addition, it overlaps the main peaks of the commonly accepted
"typical CCD response” (Ref. 6). Hence, an I filter placed
over the CCD array would serve to limit the wings of the CCD
response and still provide adequate through-put for sensitivity.

(4) Information exists for converting V magnitudes to I magnitudes.
The transformation requires only spectral type and luminosity

class - both readily available from SKYMAP.

In the ideal case, the set of detectable stars exactly matches the ]
catalog. Since this is not possible, it is desirable to maximize the
completeness of the catalog to some rather faint magnitude to insure :
that most detectable stars are contained. It is important to note that
stars which are faint in V may be relatively brighter at red wavelengths.
As will be demonstrated in the next sections, a 1imit of magnitude 5 in
I seems to be a reasonable 1imit for the CCD configuration assumed for
the present study. The 8th magnitude l1imit of SKYMAP assures that the

mission catalog listing will be sufficient. |

A2.2.2 The I Magnitude Conversion Method ;

Two external items of information are needed for the magnitude

conversion. Values of vabs -1 were obtained from Johnson [7], whose

abs
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table contains listings for three luminosity classes (I, IIl &V -
super giants, giants and main sequence) and extends over most spectral
types. The second value needed is aI/av, the ratios of absorption in I
to absorption in V, expressed in magnitude and as a function of spectral
type by

ap  109;0L([o"TONEMR) (1 - T(A)AA)/ ([ T(AE(A)AA)]

T — — (A2.3)
V. Togyol(fg VINEM) (1 - T(A)dA)/(fy V(AE(A)dA)]

Where I(1) and V() are the filter responses, E(A) is the star energy
function and I()\) is the relative absorption function and A is the
wavelength. (See SKYMAP desciption [5] for details). As pointed out in
SKYMAP, this ratio is nearly constant over spectral type for narrow or
intermediate band filters. To calculate this ratio the Planck energy
function was used to model the stellar flux. Although this is not
precisely valid, forming the ratio should lead to quite accurate results.
The temperatures used were those given by Johnson [7] and no distinction
was made by luminosity class. The values for absorption were taken from
Fig. 3.2 in the SKYMAP description by assuming absorption in magnitude
is a linear function of wavelength over the range of interest (4800 A -
10000 A),

a(r) = 1.77 x 107* x A(R) +1.77, (A2.4)

Where a()) is absorption in magnitude at wavelength A. The results of
these calculations were that aI/av varied from 0.25 to 0.32. The same
value of aI/aV was used for I, III and V luminosity class stars at a

given spectral type.
A2.2.3 SKYMAP DATA

The data from SKYMAP needed for the magnitude conversion consists

of apparant visual magnitude, spectral type, luminosity class and
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absorption in V. These data, with the exception of ay, are given for
most stars. It was necessary to collapse catagories of luminosity class
and some spectral types since the table from Johnson is Timited.
Collapsing is justified in most cases because either the catagory contains
few stars and/or the properties are similar to those of listed star

i types. The following combinations were used:

| R
N Luminosity class III, spectral type M
c (a1l are variants of M III)
S
WR
WC Lum class III, spectral type 09
WN (all are hot giant stars similar to 09) {
Iv
111 I
11
v ]
VI v E

Ia’ab’b

No Luminosity class » V (most stars are V stars) ‘

No subinterval in spectral type - 5 (i.e., A becomes A5)

No absorption given - set to 0 ; R
No spectral type -+ exclude ﬂ

Given the spectral type and luminosity class, the value of Vabs - Iabs

and aI/av were found by interpolation in the table. Then:




where my and ay are from SKYMAP,
SKYMAP contains approximately 45,000 stars. Of these, 37 were not

processed due to missing spectral type or visual magnitude.

A2.2.4 Magnitude Limit of CCD Sensor

In order to establish a reasonable magnitude limit for a CCD sensor
we 1) determine the flux in the filter bandpass for some standard star
at the eartr's atmosphere, and 2) mulitiply by appropriate factors
dictated by the sensor.

The most direct way to obtain a flux estimate would be to observe
known stars from space with the CCD sensor. Barring this, gound-based
observations of stars with varying zenith angles could yield flux
estimates outside the earth's atmosphere.

Our approximate method was to numerically integrate the surface
flux distribution of a K7 V star model atmosphere over the I bandpass.
The absolute I magnitude of such a star is approximately 6.2 (V = 8.1,

V-1-=1.92). The radius is given by log R*/Ren = -0.11 where

R = 6.96 x 10'% cm. The surface flux is scaled by (R*
sun RSun

= 3.08 x 1071® where ]pc = 3.08 x 10*7 cn. The result of integrating

R
Sun, 2
X159 )
Opc

and scaling is:
~1024 photons/cm?sec.
Typical scale factors are:

-Lens area: 26.7 cm?

~-CCD response peak efficiency = .60

-1 filter transmission peak efficiency = 0.85
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-CCD effective area utilization = 0.46

-Integration time = 0.1 sec.

If we desire a minimum of 7500 photons/star for a sufficient signal-to-
noise ratio, we compute the I magnitude limit of:

- 641 _
M imit = 6.2 + 2.5 log 7500 - 3.5

Note that many factors are uncertain or could be altered. Integration
time could be increased to 1 sec to give a limit of 6.0. We have chosen
5.0 to be the cutoff magnitude since this seems obtainable and gives
approximately 5400 stars, a sufficient number for the pattern recognition
process to work reliably.

We aiso note that model atmospheres for a variety of spectral types
could be used to repeat the above calculation to yield a more precise
magnitude limit.

The magnitude 1imit is flexible since the integration time for the
star sensor is variable over a wide range. If the integration time is
changed by a factor of 10 the magnitude 1imit is changed by 2.5 mag. 1In
addition, the dynamic range to typical CCD arrays is 200 or about 6
magnitudes. The response is linear over the range to allow accurate

magnitude calibration and detection.
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Appendix 3: Star Data Base And Mission Catalog Creation

The star catalog data base system SKYMAP (Ref. 5) has been selected
as the master star data base. The SKYMAP catalog was developed from
the SAO catalog and other sources specifically for attitude determination -
programs by NASA-GSFC. It is complete to the eighth magnitude in eifher
the blue (B) or visual (V) magnitudes. Additionally, the catalog
contains right ascensions, declinations, and, when known, the spectral
type, luminosity class, and amount of interstellar absorption in the V
wavelength range. Recent work [at the Naval Surface Weapons Center] has
uncovered a significant number of corrections to the SKYMAP data base
which will be reflected in future revisions of the present SKYMAP
data base.

The on-board (or mission) star catalog is divided into celestial
sphere cells so as to permit efficient microcomputer access during the
pattern recognition process. In order to keep storage requirements for
the mission catalog to a minimum, the cells do not overlap. The place-
ment of the cell centers is given by the polar angle 6 and longitude

X according to

= 2 =
8, = cos (gn) n=0,1,2...N (A3.1)
and
S 21 .
Mg T EmT 47 02,...2n (A3.2)
= (1" LU =
En = (-1) cos(2N+]), n=0,1,2...N (A3.3)

These formulae yield (N+1)? points: N+1 polar angles or declination
zones with spacing 2n/(2N+1), and (2n+1) equally spaced regions in

each zone.
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The choice of N is somewhat arbitrary. A large N yields small cells
which would require more than one cell to be accessed; a small N yields
large cells which would increase the number of trials in the pattern
recognition process as well as causing a possible storage problem.

Taking into account the 7° x 9° field-of-view, a value of N = 22 was
chosen, yielding 529 cells.

To facilitate computer access, the cells are ordered within memory
according to a parameter n2+j; a table lists the starting relative
address of each cell and the number of stars in each. Thus, given a

boresight estimate (6,A), the primary cell location is given by

n = 2[6/46 + 0.5] (8 < 90°)
= 2N +1 - 2[e/a0 + 0.5] (e > 90°) (A3.4)
i = [amax + 0.5], (A3.5)

where [x] indicates integer arithmetic (truncation to next smallest
integer). The table of cells is then consulted for identification of
the appropriate memory location. In all, the catalog access routine
reads data from the 4 nearest neighboring cells around the estimated
boresight (Figure A3.1) and thus provides nearly complete coverage of
the estimated FOV by the 4 cells.

The CCD is assumed (see Appendix 2) to respond to stars of I
magnitude 5 or lower - approximately 5400 stars. If these 5400 stars
are assumed to be distributed uniformly over the celestial sphere, the

star density p would be

_ 5400 stars/sphere (A3.6)
41,253 square degrees/sphere :

[}

0.13 stars/square degree

' i
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For a field-of-view of 7° x 9° 2 63 square degrees, we would expect
(63 square degrees)(0.13 stars/square degree) ¥ 8.2 stars*

in a field-of-view (assuming uniform density). To obtain a measure of
the range of the number of stars actually detectable per field-of-view,
the boresight was randomly oriented over the entire celestial sphere 100
times. For each trial, the mission catalog was consulted and the number
of stars in the field-of-view recorded. The average number of stars per
field-of-view was six; in no case were fewer than two stars in the

field-of-view.

*Due to non-uniform star population of the celestial sphere, this
number decreases to about 5 at the north galactic pole.
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Appendix 4: Inter-Star Cosine Calculations

The key to efficient star identification is to take advantage of
the sub-ten-arcsecond precession of Process A; the angles between pairs
of measured stars are very well determined by the measured coordinates
and can be used to identify the corresponding catalog stars. The cosine
of the angle between a typical pair of measured stars can be computed

from the measured image coordinates as

2
SO i I I
1] 1] /(xiz + yiz + fZ)(ij + yjz + fz)

(A4.1)

The cosine of the angle between a typical pair of catalog stars can be

computed from the catalog direction cosines as

Cpg 3 €os 675 =Ly Lyy +LypLbyy +Lyg Ly (R4.2)
The pattern recognition logic we developed makes use of the
smallness of the difference between (A4.1) and (A4.2) as a means to
tentatively identify measured stars in the catalog. Our strategy
assumes a steady-state condition in which the estimated boresight is
within a degree or so of the true becresight direction. Thus, the
highest probability of finding a pair match lies in comparing stars from
the center of the sub-catalog distribution. For this reason, we sort
the sub-catalog stars by angular distance from the boresight. We
proceed to pair catalog stars by using the sum of the star indices
(after sorting) as our criterion for the pairing order. Each catalog
pair is compared with the pairs of measured stars (cosines are stored

in a table). We eliminate from consideration star pairs with separation

less than one degree because of the possible large "roll" error about
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the boresight. In addition, we do not use catalog pairs with sepa-
rations greater than about 10 degrees (greater than the FOV size). If
we find agreement between a catalog pair and measured pair we perform a
magnitude test to resolve the 180° ambiguity.

The above strategy is not necessarily optimal. However, we have

found it to be very efficient and it allows for . mismatch of several

degrees, at least, between the estimated and true boresight vectors.




Appendix 5: Stellar Aberration

The effect of stellar aberration is tc cause a star's apparent

direction to shift towards the direction of the observers motion. The
amount of shift depends on both the velocity of the observer and on the
angle between the observer's line of sight (the star direction) and the

velocity vector. The shift is:

a= %-sin o (A5.1)
where a = aberration in radians
v = observer's speed
¢ = velocity of light
a = angle between velocity vector and the true star direction.

For our purpose, we must express a star's shifted direction in terms of

the true direction, the vehicle velocity and the angle between the
velocity vector and true direction; that is,
1
Ls
] -
Ly = f(Lx,Ly,Lz.v,a) (A5.2)
]
Lz
If we let Yo be the velocity of starlight in the inertial frame and \1

v be observer velocity, then the relative velocity of the starlight as

seen by the observer is:

Yoo =¥ - ¥ (A5.3)

Now, if we let £ be the unit vector in the true direction and L', the

unit vector in the shifted direction, we can rewrite this as (refer to

O O N Nl N emw emew e
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Figure A5.1)
(c + v cos a) L=tV (A5.4)
To first order this becomes
~ v " v
| I N —
8, = (1 - ccos o)l + — (R5.5)
or
L! Lx Vo
. Vv 1
= - = + - .
Ly (1 - & cos a) Ly c vy (R5.6)
L L, v,

This equation is used for calculating the displacement of a star's
unit vector. The velocity vector is computed for the combined velocity
of the earth and satellite and Herrick's "f and g" solution is used to
calculate the individual velocities each time Process B accepts new data
from Process A.

We note several points concerning the effects of aberration on the
star tracker. The speed of the earth in its orbit is 30 km/s and the
maximum speed of an earth orbiting satellite is < 8 km/s relative to
the earth. Therefore, the maximum shift in a star's direction is about
26 arcseconds. This maximum occurs for stars 90° from the velocity
vector. However, all stars in this neighborhood will be shifted by
nearly this amount and, thus, the distortion of the FOV will be
insignificant. However, aberration will displace the boresight direction.
To avoid orientation errors in the combined FOV(A) and FOV(B) soiution

we must correct the catalogue direction cosines by applying Eq. (A5.6).
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i<

Figure A5.1

¢ + vcosa

Star direction displacement of stellar
aberration due to observer's velocity.
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For those stars in the direction of the velocity vector, the shift
in direction will be small. But since the shift is always towards the
velocity vector the distortion is noticeable (an apparant shrinking of
the FOV). In this case, the aberration should be applied before the
final least-squares solution for the single FQV.

We have chosen to correct for aberration when a sub-catalog is
selected from the mission catalog. This decision was based on programing
ease although it does require more time to correct the whole sample
rather than only the matched stars. The impact is not severe, however,

since the calculation is very simple.
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Appendix 6: Least-Squares Correction Techniques

In Process B we seek to minimize the sum of the squares of the
residuals between measured star image coordinates and predicted coordi-
nates for the same stars, using direction cosines from the on-board
catalog. The mapping of catalog positions onto the CCD image plane is a

function of Euler parameters via the stellar colinearity equations:

x
]

£ ANy Ly + ANjoL, + AN;SL
AN31L1 + AN32L2 + AN33L3

(R6.1)

L AL * ANgLy + ANzl
y AN; L, + AN3oL, + ANjsls

where

f = lens focal length

ANij = elements of the coordinate frame rotation matrix [AN].

Li = star direction cosines for the particular star, measured in

the N frame.

If we let:

X = {(Xi’yi)} = vector of calculated CCD image plane coordinates.

X = {(Xi’yi)}m = vector of measured star image positions on the CCD,
and

AX = X - X = vector of residuals,

then we seek to find the set of Euler parameters, 8, such that the

weighted sum of the squares of the residuals is minimized; i.e., minimize

= AYT
¢ AXpHAXp

(A6.2)




and

Xp = vector of linearly predicted image coordinates.

But, by first-order Taylor expansion

AXp = AXc - AAB
where
AXc = vector of current image coordinate residuals based current
estimates of B.
A = matrix of partial derivatives of the colinearity equations
with respect to Euler parameters.
AB = corrections to the current estimates of Euler parameters.

Thus, we can write:
_ T
¢p = (AxC - AAB) N(AXC - AAR). (A6.4)

In addition to finding the set of Euler parameters to minimize ¢p, we must
also satisfy the constraint equation:

T

B'8 = 1. (R6.5)
Letting Bp = Bc + AB, we find:
T =
(8. + 88)" (B, +48) =1

or to first order:

LIPS |
1- BB = ZBCAB. (A6.6)

Thus, our problem requires that we minimize Eq. A6.4 subject to the
constraint equation, Eq. A6.6. The constraint equation can be incorpor-
ated in Eq. A6.4 as an additional perfect observation equation but with a
large weight. That is, AY = (1 - BTB) is appended to the Axc vector and

ZBT appended as an additional row into the A matrix. The relative weight
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for this equation, the last element of W, is chosen large enough (about
10%) so that (ATMA)'l does not change appreciably for variations in this
weight. Then, for minimization, we require:

T

= T =
VAB¢ = =2A WAXc + 2(A'WA)AB = 0

or

A8 = (ATWA)™? ATNAXC. (A6.7)

Determination of Interlock Euler Parameters Between FOV(A) and FOV(B)

Process B, in analyzing star image data, first treats FOV(A) and
FOV(B) independently. The least-squares differential correction deter-
mines the best estimate of the Euler parameters (BVN) orienting the
vehicle frame, V (see Appendix 7), relative to the inertial frame, N.
For FOV(B) the interlock relationship between FOV(A) and FOV(B) (BBA) is
assumed known and BVN is adjusted again. In reality, however, the
interlocks do vary slightly with time. Therefore, we have expanded our
algorithm to treat the combined data from FOV(A) and FOV(B) in order to
determine, simultaneously, the BVN and BBA which minimize (in a least-
squares sense) the star image coordinate residuals (see Appendix 7 for
further details).

In order to rigorously interpret (ATNA)" as the 8 x 8 covariance
matrix of the estimated Euler parameters, W should be chosen as the
inverse of the "measurement" covariance matrix. However, since a scale
factor on W is formally immaterial in the least squares solution and
assuming all measurement errors are uncorrelated we exercise the simple
option of setting W to an identity matrix except for the larger constraint
weights; the correct covariance matrix is obtained by simply multiplying
the converged (ATWA)'l matrix by the image coordinate measurement

variance. The two constraints of the form (A6.6) are treated as "perfect
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measurements”. Thus, it is clear that the two corresponding formal
weights are »; it is equally clear that we are limited to choosing a
sufficiently large number (about 103) in practice. We have carried out
sufficient experimentation to expect no impiementation problems here;
the differential correction process converges well.

We have found it desirable to further process the interiock Euler
parameters, gg,. We assume (justifiably!) that these interlocks vary
sTowly with time, but the interlocks calculated by the combined least-
squares method, discussed above, show relatively large scatter about
their true values. This sensitivity is due to the relatively poor
determination of the roll about each boresight (this does not affect the
determination of BVN)' To better monitor the interlock parameters we
adopted a discrete Kalman filter algorithm to combine the predicted Bga
determined from previous data frames, with the BBA computed by the
least-squares correction. The equations needed for this are:

Bgalk) = Bgalk) + K(K)(Bga(K) - Bpp(k))

(k) = Py (K (Ly g+ Py (D)7

(A6.7a-d)

Proy(k) = Py _q(k-1) + Q(K)

Pe(k) = (1 = K(K)IP,_(K)

Q(k) = 80'8’

3B
= _BA
B = 30

where BBA(k) = optimal estimate of interlock parameters at time tk

obtained by combining predicted and computed values,




E-BA(k) =

oga(k) =

K(k)

Py(4)

L
ViVk

Q(k)
Ql
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predicted interlock parameters at time tk based on
previous analysis,

interlock parameters at time tk obtained via least-
squares correction,

Kalman gain matrix at time tk’

covariance matrix associated with BaA at time tj based

on analysis of interlock values through time ti’

= covariance matrix associated with calculated interlock

parameters, BBA(k),
process noise matrix,

process noise matrix for 3 interlock angles (¢ =

{41:62,03})

Formally, Pk_](k) would be obtained by forward integration of the matrix

Riccati equation, or by other methods. However, since to first order,

éBA = 0 and assuming the process noise is constant in time as well,

Pk_}(k) is obtained by simply adding the time integral of the process

noise, Q(k), to the previous covariance, Pk_1(k—1). In addition, for

simplicity we assume Q' is diagonal with equal noise for each angle.

For programming ease we have used a pre-calculated B matrix, valid for

our nominal interlock arrangement.

The process noise matrix Q' essentially controls the scatter of

the estimated Euler parameters. Small values for the elements of Q' will

permit 1ittle change in the EEA (making it insensitive to each new éBA)'

However, this may cause the éBA not to "track"” the true variations.

Conversely, large values for Q' elements will cause more scatter in EBA’

Obviously, Q' is a "tuning" parameter which must be selected for the

particular system,




76

Appendix 7: Orientation of the Vehicle Frame

We describe the vehicle orientation by the set of Euler parameters,
Byne which orient a "V" frame (defined below) relative to the inertial
frame, "N". The V frame is defined entirely by the boresight vectors of
the two star sensors [FOV(A), FOV(B)]. Given the boresight of FOV(A) as

as and of FOV(B) by bs, we define the V frame unit vectors as follows:

= (a3 + bs)/{(]as + bsl)

|<
—
|

= (a; x bs)/(]as x bs}) (A7.1)

<
Iw
|

V2 = vy x vy

The advantage of this frame is that since the boresights of the two FOV
are well determined so also will be the V frame and, hence, the BVN
parameter set. The poorly determined roll angle about each boresight
will not affect BVN'

In addition to BVN’ we also make use of BBA’ the Euler parameters

orienting FOV(B) with respect to FOV(A). These parameters are monitored

as a means for monitoring the interlock angles between FOV(A) and FOV(B).

As we will show below, we do not actually need the v unit vectors
calculated by the above equations. We do need, however, the rotation
matrix AV which rotates the V frame into the FOV(A) frame. The matrix
AV can be calculated from the BA rotation matrix.

Matrix AV can be constructed by filling its columns with the v unit
vectors expressed in the A frame. We first express bs; in terms of a
unit vectrors in order to calculate the vectors v,, vz, V3 (in the A
frame).

A A
3

b3 = BA a (A7.2)

And since

DD R,
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0
ah =<0 (A7.3)
1
we see that
BAs;
A _
b ={BAs, . (A7.4)
BA33
Therefore, in the A frame:
vi = (as + bs)/(las + bs])
BA3, BA;, 1+ BAsy (T (A7.5)
r/ > —17" 1/ *
(2 + 2BA3;) /2 (2 + 2BA;5) 72 (2 + 2BA;3) /2
vs = (a3 x ba)/(]as x bsl)
T
= -BAlgr/ 3 BAalI/ ’ 0 (A7.6)
(1 - BA%;) /2 (1 - BA33) /2
Y2 = V3 x V)
BA BA -(2 - 28A3) /27
= 31 32 2 23 (A7.7)

1/2’ 1/2:
(2 - 2BA33) (2 - 2BA33)

The vectors,_gi, expressed in the A frame, form the columns of matrix AV.

We see that AV is a function of just 3 variables BAgi’ i=1, 2, 3. For '

the least-squares differential correction of Process B we need the partial

derivatives 3AV/aBj, J=0,1 2, 3. To simplify the calculations we i
expand this:

E he et e e e v — G - SO ST R T ST T A b PSRy s+ i T aaehs




JAV
where ——

aBA
BBj

——

AV _
3BA31

© R I b A NN b b o <

3AV

—

1

is a 3 x 3 matrix and
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E)BA3,i
BBJ

1

3Rz

oAV

o | _— 0
(2 + 2BA;33) /2 [ (2 - 2BA33) /2 |
| | :
0 | 0 |
| (1 - BAzy) /2
| |
0 I 0 l 0
L ]
- _
0 I 0 l l T
| | (1 - BAZ;) /2
| |
L | 0
(2 + 2BAy3) /7 | (2 - 2BA;y3) /2 |
| |
0 ( 0 I 0
" i
-BA3; BAs; -BA3,BA; . -}

(A7.8)

The partials aAV/BBAsi, after some algebra,are

°2
(2 + 2BA33)

-BAs>

(2 - 2BAgs) /2

BA:,

(1 - BAZ,) /2

BA4,BA,,

3BR,,

3
(2 + 2BA;3) /2

1

(2 - 2BA,,) /2

1

2(2 + 28A,,) /2

s

2(2 - 28A,,) /2

(1 - BAz,) /2

i

are elementsof a 3 x 3 matrix

(A7.9a-c)

We now consider in some detail how the derivative matrix for the least-

squares differential correction is filled to recover BuN and Bga The

——

l
l
1
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elements of the A matrix for treating a single FOV are found by expanding
X .

By,
ach . X gch [for FOV(A)]
= %%N‘(g%%g VN + AV %%%E) (using AN = AV - VN)
= %%N-(AV %%$ﬁ> (A7.10)
2] BB oo
- %%N-(%g%E-VN + BV %%SE) (using BN = BV + VN and BV = BA + AV)
= %’éﬂ (BV g_‘és_r;) (A7.71)

After matching at least 3 stars in each FOV, we can combine both FOV
to recover the interlock parameter BBA as well as BVN‘ In this case, we

need the following matrix derivatives:

X | - ax (AV VN )
By, AN\ By
aX_| . aX (aAv W+ Ay 2N ) . X (aAv 3BA VN) (A7.12)
BBBAA 3AN BBBA BBBA 3AN |\ aBA BBBA
X | . X (pv 3N )
Byl 2N\ oy
ax | . 3x_([2BA 3AV . ay N
3Bga| BN (aeBA AN+ BA g, N BA - AV BBBA)
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X | X 3BA oAV _ 9BA
= AN + BA . —_— (A7.13)
asBAIB BN 3B 9BA 3Bgp

The elements of the vectors AX and AB and matrix A are:

(A, Ay) = vector of image residuals for FOV(A)]
(&x, Ay)g = vector of image residuals for FOV(B)
AX = |1 - BJNBVN = constraint condition for BVN
1 - BEABBA = constraint condition for BBA
TABVN = correction vector for ByN
AR =
JABBA = correction vector for B
o) o | otk |
ByN : 9Bpa
a(xs ¥ | 3({x, ¥)
Bv {8 | Pea g
L R e et
|
T /2 |
______ l_._}f_:}_.
2
] 0 | BgaW: |

Then Ag = (ATWA)'1 ATNAX; the corrections are added to 8, and g, and
the process is repeated until AB is small. The final values for BVN are

passed to Process C.

- SR N W —
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Appendix 8: Riccati Equation Covariance Propagation

The Kalman filter formulated for Process C includes a direct

— eus O

numerical integration of the covariance matrix between two time points.

This allows a more rigorous incorporation of the process noise component i
in the covariance matrix propagation. Our initial method was to compute
the state transition matrix to use this to propagate covariance by pre-

and post-multiplication of the previous covariance matrix. An estimate

of the process noise estimate was then added on. We outline the covar-

jance integration technique below.

We have chosen as our state vector:

-

|.Bo
B1
B2

B3 4 Euler parameters, BVN’ orienting the

| X = [%?] = |--| = |vehicle frame with respect to inertial
‘% 2 b, frame, N, and 3 gyro bias values, b.

b,
bﬂ

-3

The state differential equations for our system are: |

= [Bypdluyy? (A8.1a) 'i.
= LwyydiByy} (A8.1b)
i
{2} = {6} = 0 (R8.2)

where




(8] = 5

(w]

{wGN} = yector of true rotation rates of the vehicle

[VG] = 3 x 3 rotation matrix which rotates the gyro

w1

PN ~mt

W2

w3

s

about three orthogonal bedy fixed axes,

rates from the gyro frame to the vehicle frame.

w2
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-wl

~

Qur model for each gyro measurement, WeN® includes an unknown noise

term, V, and a gyro bias, bGN‘ which we can estimate. Then, the state

differential equation for {X,;} becomes:

Ry} = (8 JOV6I(Lugy) = (bgyt + (V1)

= [wyyJ{Byy? - [ByyJIVG1bgy} + [8,yICVGILV).

(A8.3)

Combining the two state differential equations, they can be rewritten in

a linear form:

= Fx + Gy,

where




o oug emd ene

21 | G 0 [s*1]

S = a scale factor or "tuning" parameter.
The covariance matrix propagation is calculated by numerical integration
of the matrix Riccati equation:

T

B =FP+PFl + GQG' (A8.4)

where P is the covariance matrix and Q is the process noise covariance
matrix which, in our case, represents a measure of the noise covariance
between gyro rates about the three axes and between the three gyro
biases. This matrix is taken to be a 6 x 6 diagonal matrix. In order

to speed computation we partition this equation:

o T T

Pri Piz Fii Fiz2j{Pnr Pi2 Pir Praf|Fir Fau
= +

b,y P Far Fao||P2y P Py Poal|lFla FJ

21 22 21 22 21 22 21 22 12 22

.
Gy G2 | [Quir Q2| (611 621

T
Gy G2z | {Q21 Q22 G2 Gz

Since F,; = 0, Fyp = 0, Gy, = 0, Gy = 0, Q32 = 0, and Qz; = 0 we can

write the set of four equations implied in the above equation as




T T T
P1y = F1aPyy # F1aPay + PyFpy + ProFyy + 613Qy,6p0

1o = F1aP1a + F1oPs
T T
P21 = P21Fyy + Paofpn

1
P22 = G22Q22622.

Also, since P is symmetric, P;, = PII, Py = PII, Py, = PIZ and since

Fi1 = [w], which is skew symmetric, FII = -Fy;, and G; = -F,,. Therefore,

I
P11 = (F1aPyy *+ FioPay) + (FiaPyy + FIZPZI)T + F1,QF;;

T T
P21 = PaaFia - PaiF1y = Py,
We must integrate three matrix differential equations, P;,, P,; and P,

to propagate the covariance matrix. Only two matrices need to be

filled at each time step in the integration: (P,, is a constant)

Fi1 = Loyl

and

-[8]LvG].

Fi2

The simplest form for the state differential equation for the BN is

then
B = [F12(ibgy} - (agy})

Currently, we are using a two cycle Runge-Kutta numerical integration for

the Riccati equation.

Kalman Filter State Update with A-Priori Information

As mentioned in the Phase II report, the Kalman filter, as formulated
in that report, did not estimate the gyro bias values with the desired

precision. This shortcoming was due, in part, to the gyro rate noise

I
|
|
I
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having a magnitude similar to the biases themselves. We have remedied
this problem by reformulating the Kalman filter to treat the biases as
observable with an associated covariance matrix. Such a method seems
justified since, in general, the biases vary slowly on the time scale of
minutes and, therefore, we would have some knowledge of them obtained
from previous iterations.

The general form for the discrete Kalman filter state update equation
for a linear system is

K (k # 1) = K (k + 1) + K(k + D[Z(k + 1) = H(k + D)X, (k + 1)]

_ (A8.5)
where Z is the measurement vector at time t 47 and Zk(k + 1) is the state,

integrated from time t, to t ;. Inour formulations, Z contains the
output of Process B, the set of Euler parameters ByN relating the V frame
to the inertial frame, and the three bias values from the previous pass
through the Kalman filter. Thus, the observation vector Z contains the
same variables as the state vector making matrix H = [I].

Looking now at the other equations for the Kalman filter:

K(k + 1)

u

Pk + DHT(k + TIIL(k + 1) + H(k + 1P, (k + DH (k + 1)]72

Pk(k + 1)[L(k + 1) + Pk(k +1)]7! (A8.6)

where L(k + 1) = covariance matrix for the measurements and Pk(k +1) =
integrated covariance from the Riccati equation. The upper left 4 x 4
portion of L is the covariance matrix from the least-squares results of
Process B. The Tower right 3 x 3 portion of L is the covariance matrix of
the gyro biases. This we have assumed to be diagonal (gyro biases are

assumed independent); off diagonal protions of L are assumed to be zero.

The covariance matrix update equation is
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Peay(k + 1) = [1 - K(k + DH(k + 1)IP, (k + 1)

P(k + 1) = K(k + 1P, (k + 1) (A8.7)

Bias Estimation Results

Our simulations indicate that the formulation discussed above
functions extremely well. We note that as the estimated variance is
decreased we get an improvement in the bias estimate. However, a stricter
value on the bias variance also decreases the response time of the system
in tracking a bias change.

It must be kept in mind that the gyro biases, as we have defined
them, include not only true gyro bias but also other effects such as gyro
nonorthogonality, gravity or magnetic effects, and poorly known interlock
angles between sensor and gyro frames. It is expected that on the short
term the gyro bias terms will absorb these errons and permit the state

integrations to yield good updates.

Epve———
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Appendix 9: Réte Gyro Readout Data Generation

The simplest or nominal rotation history for a satellite for our
study is one rotation per revolution around the earth. For our geometry
this would be rotation about the g: unit vector, normal to the orbit
plane. To be more realistic and provide a challenge to the software, we
have formulated a more complicated read-out record for the gyroscopes.
In a satellite there may be various motors, panels and antennae. Each
of these may vibrate at various frequencies. Therefore, we have gener-
ated gyro rates with a spectrum of frequencies, phases and amplitudes.
To do this we have created data in the (Discrete) Fourier Transform
space or fréquency space. A Fast Fourier Transform of the data yields a

gyro record. We used the formula

f = e10d 6 (A9.1)

to generate a frequency specturm, where Gj is a Gaussian distributed
random number. We make the real transform symmetric about zero frequency
and the imaginary data anti-symmetric in order yield a real gyro record.
With proper scaling, we have used the above form to generate a gyro
readout every 0.5 sec. for each gyro axis.

Proper application of the above technique yields a realistic gyro
record, but it has the disadvantage of making it difficult to specify a
e rotation and attitude history for the spacecraft. That is, Runge-

Kutta integration is designed to integrate smooth functions whereas this

rate simulation is discrete. Also, in a real system some of the frequencies

recorded by the gyroscopes are just vibration or noise and not rotation.

For consistency, we decided to integrate the gyro record using two-cycle
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Runge-Kutta in both the truth model programs and Process C. This at
least allows comparison between models with and without additional
noise. We have performed several tests to determine the effects of gyro
noise and a complicated signal. These tests confirm our intuition that
if we take a sufficient number of samples, the rapid zero mean oscil-
lations about the mean motion do not significantly affect the integrated

solution.
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Appendix 10: Software Documentation, Program
Listings and Sample Output

This appendix is divided into several parts. We first describe
and list the program which generates simulated data, Datgen, and the
program which processes the data using Processes B and C, Combin.

Then, since these two programs have several subroutines in common, we
describe and 1ist all the subroutines for these programs, in alphabet-
ical order. Figures A10.1 and A10.2 display the hierarchy of subroutine
calls for these two programs.

A sample of program output is presented also.




AD=-A103 806 VIRGINIA POLYTECHNIC INST AND STATE UNIV BLACKSBURG ==ETC F/6 17/7 . ~
STAR PATTERN RECOGNITION AND SPACECRAFT ATTITUDE DETERMINATION, (U}
MAY 81 T E STRIKWERDA¢ J L JUNKINS DAAK70-78=C-0038

UNCLASSIFIED ETL-0260
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Datgen

This program generates simulated data which is used for tests of
Processes B and C. The data for a sequence of frames are written to a
disk or tape file for later analysis. For each simulation test we can
select variations in any of a number of parameters. However, the program
itself must be modified to change the amplitude, period or form of the
variation. To run this program it is necessary to supply a file con-
taining realistic gyroscope read-out rates (currently, enough for 15
minutes of satellite motion with a spacing of 0.5 seconds between
readouts), and a mission catalog of star positions (ordered into cells
by the method of Appendix 3).

To begin generating data, the gyro rates and the table of star
catalog cell positions are read from the external files. Next, we
select the variations we wish to include in this simulation. The earth
and satellite orbit constants and initial positions and velocities are
specified in the program but can be changed if desired. These orbit
parameters, along with our assumed geometry, are used to determine the
initial orientation of the vehicle via rotation matrix VN, orienting
the vehicle frame relative to the inertial frame; from VN we recover
the initial values of Euler parameters, BVN' A1l constants for this
simulation are stored in the first record of the data file (see Table
A10.1).

We are now ready to compute image coordinates for successive
frames of data (separated by 30 seconds of satellite motion in the present

software version). We note that all variations such as gyro biases

and coordinate frame perturbations are slowly varying and, therefore,
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the perturbed values are calculated only once per 30 second interval

(subroutines Bias and Perturb). For each frame of data we first

integrate forward (via subroutine Runge) the kinematic equation for BVN
using the "true" gyro rates, perhaps including a perturbed rotation
matrix VG, found from BVG and used to rotate the gyro rates from the
gyro frame into the vehicle frame. Gaussian noise is added to the
integrated values of BVN in order to provide an "estimate" of BVN to
start Process B, if it is run separately from Process C (see description
of Combin). Euler parameters Baa which can be time varying and
rotation matrix BA, relating FOV(B) with respect to FOV(A), are deter-
mined at this time also. We then compute the position and velocity
vectors of the earth and satellite (with subroutine Qrbit) and find the
total velocity (which is later used by subroutine Access to add stellar
aberration to star direction cosines). The various Euler parameters
and total velocity are saved in the first part of each data record.

The next step is to calculate image coordinates for stars in each
FOV. We calculate rotation matrix AN (or BN for FOV(B)) using subroutines

Dircosb and Mat-av, and use the last row as the boresight unit vector of

the star tracker. This unit vector is used by Access to retrieve a

subcatalog of stars. Each star is then projected onto the focal plane
(via Phoegn); if it lies within the CCD border, we save its position

and magnitude. These "true" positions are then perturbed with Gaussian
noise (subroutine Gauss) to produce "measured" star coordinates (up

to 10 stars). The steps outiined above are repeated for FOV(B).

Both the true and measured image coordinates and magnitudes are saved on

the data file.
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The last step in each frame is to add noise and/or bias values to

the rate gyro data (for that frame) and save the results on the data

file (see Table A10.2). Sufficient space is left between the end of
this information and the end of the record so results of the analysis

of Processes B and C can be saved for later evaluation.

Gl ONS Ou) O Gul Gun) Suni Sl Gemd Sund Sd Gd ONE SN OGN R UBE W




96

P

*uabjeg weaboud

uotje|nuis 404 (IybLa 30 3381) SL|BD BULINOAGNS JO AYdueUBLH

ubaoy

$S920

Ae-3@

BEET ST

qs0241Q
qun3Ja

SSOU

Y
o 1
<
3
(5] o o =C o

-
-
£
} 5
(=]

11°0LY 34nbLy




' Table A10.1: Format of First Record of Simulation File

l Variable Size Locations

) Satellite orbit major axis 1 1
G*(mass of earth) 1 2
Initial satellite position 3 3-5
Initial satellite velocity 3 6-8
Earth orbit major axis 1 9
G*(mass of sun) 1 10
Initial earth position 3 11-13
Initial earth velocity 3 14-16 ]
Satellite orbit inclination 1 17
Image centroid error (1-sigma) 1 18
Image magnitude error (1-sigma) 1 19
Euler parameter error (1-sigma) 1 20
Gyro rate error (1-sigma) 1 21
Gyro read-out spacing 1 22
Starting time (seconds) ] 23
Frame spacing (seconds) 1 24
Nominal interlock Euler parameters BBA 4 25-28
Variation amplitudes 4 29-32
Variation frequency factors 4 33-36
Nominal gyro biases 3 37-39
Variation amplitudes 3 40-42
Variation frequency factors 3 43-45
Nominal interlock Euler parameters B, . 4 46-49
Variation amplitudes 4 50-53
Variation frequency factors 4 54-57
Weight for apriori Euler parameters BBA 1 58
Standard deviation for gyro biases 1 59

1

R A




Table A10.2: Format of Data Records of Simulation File

Bytes/
Variable Number Location
BYN (true) 4 8 1-4
Bun (estimated) 4 8 5-8
Byg (true) 4 8 9-12
Byg (estimated) 4 8 13-16
[
: BBA (true) 4 8 ]7-20
aQ
- 8aa (estimated) 4 8 21-24
E; Velocity components 3 8 25-27
=3
i; No. stars in FOV(A) 8 28
S | {(x,y,m)} (true) x 3 4 29-58
§’ {{x,y,m)} (measured) x 3 4 59-88
~ | No. stars in FOV(B) 8 89
° {{x,y,m)} (true) x 3 4 90-119
y~ {(x,y,m)} (measured) 3 4 120-149
£ | Rate gyro data (u1) 4 150-210
w Rate gyro data (w:) 4 211-27
Rate gyro data (ws) 4 272-332
Gyro biases (true) 8 333-335
BVN (calc.) 4 8 336-339
o BgA (calc.) 4 8 340-343
E=]
© 8 Covariance matrix for B, (calc.) 4 x 4 344-359
w
$5 | No. stars matched in FOV(A) 1 8 360
24 | {(x,y)} (calc.) 5 x 4 361-370
ao No. stars matched in FOV(B) ] 8 3N
{(x,y)} (calc.) 5 x 4 372-381
- BuN (optimal estimate) 4 8 382-385
"ég Gyro biases (optimal estimate) 3 8 386-388
» ByN (integrated from previous
o value) 4 8 389-392
g8 Covariance matrix for 8
&3 (opt. est.) 4 393-408

———
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l * PFROGRAM: DATGEN *
* *

(222X XXX RIS SIS XSRS AR R 2R X222 22X 2222222 X2 2

80 ' This program computes data for Processes B and C. Data consist of Euler

90 ! paramete~t, zssorted other parameters, and image coordinates for

108 ! both fields cf view,
!
!
!

110 We use Eiler parameters in this version to orient

120 the 7 frame relative to inertial frame and FOY(B) w.r.t. FOV(R).
130 Tom Stricverca...V.P.I. & S.U.v.c....14 JRANURRY 1981,

140 }

15e OVERLAP

160 OPTION BRS: 1

170 FLORAT %

1e@ DIM An:3,3>,Gn(3,3>,Ba¢3,3),Bn(3,3),Av(3,3>,¥9(3,3>,Vn(3,3>
190 DIM G113>,3¢¢3),G3(3>,Bore(3)

200 DIM PsB(3)>,V=s8¢(3>,Ps(3),Vs(2),L(3),Lp(3),Bias(3)

219 DIM Penn(3),VeB(3),Pe(3),Ve(3),V(3),Vu(3),Xn(3),Voc(3)

220 DIM Bun(4),kvnest(4),Bug(4),Bbal4)

230 SHORT Xym(10,3)>,Xut(18,3)>,Fov(180,4)>

244 SHORT 3ban>m(4),Biasnom(3),Gyronom(3),Bugnom(4)

250  SHORT Evg(4:,Nug(4>,Ebald4>,Nbac4),Ebias(3>,Nbias(3),Egyro(3>,Ngyroci>
260 SHORT W1(23¢8)>,W2(2048>,W3(2048)>,R1(61),R2¢(61),R3(61)

279 INTEGER Ta>le(t29,2)

280 RANDOM(ZE

299 1

369 Wread=a

310 Restart: ! Come here to do another run.

2209 PRINT USINS "K";"#usdnnntntnsy P R OGRAM DATGEN #isnnnitunnn"
320 !

340 N$="N"

350 INPUT 'Do ,ou want to use realistic gyro rate history (Y/N)>?",N$

360 PRINT USINS "/k,R";"Do you want to use realistic gyro rate history (Vs/H'7
"iH$

370 !

3890 IF N$<O>"Y" THEM Plain_rates

390 IF Wread=1 THEM Star_cat

s 400 PRINT USINI "/k";"Place disk with gyro rates (Filename: "Wtru2’) in :F§,1..
«ssthen push CONT."

410 PRUSE

420 ASSIGN #1 TO "ktrue:FS8,1"

430 DISP "Reading rate gyro history.,..Please wait."

440 READ #1;W1C(2),h2¢#),U3(*)

450 ASSIGN #1 TO

460 Wread=1l

470  DISP
480 LOTO S:ar_:at
490 !

500 Plain_ra:es: !
518  Wread=n
528  MAT W1=2ER




100 -
336 MAT W2:=(2%°],5400> | One rotation every 90 minutes.
540 MAT W312ZER
350 t

360 Star_cat; ¢

S70 PRINT USINI "sk/K";"Place star catalog disk (Filenames: ‘Tab22’ and ‘Miss2
20’) in F8,l...","ss.then push CONT."

580 PAUSE

599 !

600 Ng="N*

610 INPUT 'Has Yable of star catalog cell positions been read-in (Y H)?",NS$
620 PRINY WSINI "/k,A";"Has Table of star catalog cell positions been read-in?
(Y/N> ";NS$

€30 {

€40 IF NS(>"N" THEM Have_table

650 ASSIGN #1 TGO "Tabg2:Fg,i"

660 RERD #1,1

£70 REARD #l;Taclels) ! Read in table of cell positions.

£89 ASSIGN #1 TO « i Close this file.

690 !

700 Have_table: ! Come here if table has been read-in.
718 ASSIGN #1 TO “"rss220:F8,1"

728 !

730 Num=30 ! Number of records.

740 Len=2048 ! Bytes-/record.

750 Fn$="BiidataiF8,1" ! Dummy file name,

760 INPUT 'Fil2 nane for simulation run (‘SimnnniF8,1”...where nnn is 3 num.>:
*“,Fn$

770 ON ERRDR GIYQ Error

780 PRINT USINI "/K/K";"File name for simulation run (‘SimnnniF8,1’...ukere nn
n is 3 num.):",Faf

790 !

890 Done: !

810 ASSIGN #2 TO Frs

820 CHECK RERD #2

830 OFF ERROR

840 GOTO Ok

850 )

860 Error: !

870 PRINT MUSINI "-/K";ERRMS

889 IF ERRNC>55 THEN STOP

390 INPUT 'Should I create this file for you?",N$

900 N$="N"

Q10 PRINT WSIHNS "/k,K";"Should I create this file for you? ",N$
920 IF N$='N" THEN STOP

930 CRERTE Fn$,Mum,Len

940 GOTG Done

950 !

960 Ok: !

970 RERD #.2,1 | Position pointer at beginning of file.
980 File=t

999 t

1888 Continue: !

1010 f Set satellite orbit parameters.

1020 ' See write-up on "Orbit" for explaination,
1930 As=66%52,56 { Satellite major axis.

S—
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I
1040 Us=631.348? i
1050 Us=Us#ls ! G*M,
1860 Incl=?3 ! Incl is satellite inclination in degrees.
1079 ! ;
1080 PsP(1)3Rs |
1096 Ps@(2):=0 ! Initial position of satellite (km>,
1100 Ps8(3)>:=0
1110 !
1120 Vs0(1)>:0
1130 Vs8(2):=7,.7406*%C0S(Inc1*F1-/188> | Set initial satellite velocity (kn/sec),
1140 VsB8(3):=27,.7406*SIN(Inc1*P1/180) .
|
1150 !
1160 RsB=SQ@R(DOT(Pst,Psd))
1170 Vsi=SQR(DOT(VYsE,Vs0)) ! Constants needed by Qrbit.

1120 D=sB=DOT(Ps3,Vs€)

1190 As=1/(2/Rs3-Vsi*VsirUs)

1200 Period=SOR(Ffis/Ls)*Rs*2*F1

12190 PRINT USINS Formd; "Period :",Period/66,"minutes”

1220 !

1230 ! Set parameters for earth orbit.

1246 ARe=1.435973710ER ! Earth orbit major axis (km).

1258 VUe=3.642972€85ES

1268 Ue=Uex*le

12790 Ve0=29.7845%84¢ I Total earth velocity (kmssec).

1282 Earth_incl=a3.%

1238 !

1300 PeB(1)=-Re ! Put earth at vernal equinox for initial

1318 PeB(2):=0 ! position (km),

13280 PeB(3):=0

1330 !

1349 Ve0(1):=0 I Initial earth velocity (tm~ zec).
1358 Ved(2):=¥ed*x(DS(-Earth_inc1*P1/180) ! Earth is heading downward ir
1368 Ved(3):=Yed*GIN(-Earth_incl1*P1/188) i inertial frame.

1370 !

1380 ReB=SQAR(DOT(Pet,Ped))

1399 Vei=30R(DOTN(Vel,VeB)) ! Constants needed by Orbit.
1498 DeB=D0T(Ped,Vel>

1410 Ae=1/(2-/Re3-Vei*Vei Ue>

1420 !

1430 C=3E°S ! C=Velocity of light (km-sec).

1440 Del=4.348E-¢ I = 1 arcsecond in radians.

1450 Omega=2#PIl/Feriod ! Angular frequency of satellite (rads/sec).
1469 !

1470 | Conpute various Euler parameter values.

1480 !

1490 ! Euler parameters relating vehicle and gyro frames.
1500 MAT Bujgnom=cER

1519 Buvgnom{i)=1 ! Nominal values.

1520 !

1530 MAT Evgy=Z2ER

1549 N$a"N"

1550 INPUT 'Do ysou want variations in Euler para. relating vV frame to Gyro fram

e (Y7N)?" NS

1568 PRINT USINI "/k,A";"Do you want variations in Euler para. relating v frame
to Gyro frame (Y N7 ",N$




1570
1580
1590
1600
1610
1620

1750
1760
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IF N$='N" THEN No_vg

Evg(1):=De}

Evg(2)3-2#%D¢]

Evg(3)=3#Dpl

Evg(4)r4%D2]
|

!
MAT Eba=2ER

| Amplitude of variations (radians).

1630 Nug(1)>=3

1648 HMNvg(2):=4 ! Frequency of variations.

1658 HNug(3)>:=5

1660 Nvg(4):=6

16708 !

1630 No_vg: !

1690 ! Conpute the orientation of FOV(B) w.r.t. FOV(AJ,
1700 !

17190 Ebanomii)=1.-S@F(2> | SQAR(I/SAR(2>+1)>/2

1720 Bbanomi2>=1,-SQKk(2), 'BPbanom(1) ! Nominal values.
1730 Bbanomi3>=3 11/(SAR(2)*4%Bbanom(1))

1746 Bbanomid4>=3 IBbanom(3)

1770 HN$="N"
1786 INPUT 'Do ysou want variations in Euler para. relating B frame to A frame ¢
Y/HY?Y NS

1798 PRINT USIH3 "/K,K";"Do you want variations relating b frame

to A frame (¥/N>T " ,N§

in Euler para.

1800
1810
1820
1830
1840
1850

1920
1930
1948
1950
1960
1979
1980
1990
2000
2010
20290
2030
2040
20509
2060
2070
2080
2090

IF H&='H"
Ebad1>=210%0e1

Eba(2)=-30*%le)

Eba(3>:=20*De
Eba(4)>:25%Dz]
!

THEN No_ba

! Amplitude of variations (radians).

1868 Nba(lr=2

1878 Nba(2):=3 ! Frequency of variations (Oscillaionssorbit).
1680 Hba(3>=5

1896 Nba(d4):=4

1966 }

1918 No_ba; !

! Set gyro bias values.

MAT Biasnow=ZER
MAT Ebias=Z2ER

Bias$='N"
INPUT

‘Do sou want time varying gyro biases (Y/N>? ",Bias$

PRIMT USINS "/k,K";"Do you want time varying gyro biases (Y/N>? ",Bias§

IF Biass="V’
]

Biasnomn(i)=-Del
Biasnon(2)=:*Del !

THEN No_bias

Nominal values for biases (radians/sec).

Biasnon(3)=-3%[el

Ebias(l)=Biasncm(i) 2

Ebias(2)=-Biasrom(2)/3 |

Amplitude of variations (radians/sec).

Ebias¢3)=sBiasncm(3)/4

Nbias(i)=4
Nbias(2)=6

| Frequency of variations (Oscillationssorbit),




2100 Nbias(3)>=8

2110 !

2120 No_bias: ! Set various constants,

2130 }

21490 Sigxy=3,4E-% ! Standard deviation of image coordinates in mn.
2156 Sigm=.nS ! Sigm is the deviation in magnitude.

2169 !

2170 Xynoise$="y'
2180 INPUT 'Do you want to add noise to image coordinates (Y/N)?" ,X¥ynoise$
2198 PRINT USINS "/k,A";"Do you want to add noise to image coordinates(Y-N>?",X

ynoises$

2200 IF Xynoiseb="N" THEN Sigxy=0

2210 !

2220 F1=72.425 ! Focal length of star sensor lens (mm).

2230 Sigb=P(/18) { Standard deviation in Euler parameters. This is used
2240 ! if Process B is to run separately.

2250 !

2260 Siggysl ! Standard deviation of gyro noise (degrees/hour).

2270 Siggy=3igg *Pl-(180%3600) ! <{rad.’/second)

2280 1

2290 Gyros$='N"
2300 INPUT 'Do you want noise added to rate gyro dataCY/N>?",Guro#f
2310 PRINT UYSINI */k,A";"Do you want noise added to rate gyro data (Y/N>7",Gyro

4

2328 IF Gyros="N' THEN SiQgy=0

23380 !

2348 Sigma=9

2350 Radius=6*P[.18€ ! Angle from FOV center for accepting catalog stars.,
2360 !

2379 PLOTTER lS“GRFPHICS“
2380 LORG S

2390 !

2400 ! Get the initial gyro orientation w.r.t. the inertial system.
2410 !

2426 718=0 | Set reference time.

2430 Time=0 ! Set initial time (seconds) for this run.

2449 !

2458 CALL Orbit(VTime,Ps(*),Vs(*),Ps0(*),Vs0(*),T0,Us,Rs,Ds0,Rs0>

2460 PRINT USINS Formi;"Position (km) and velocity C(km/sec? of Satellite:",Ps(*
Y, Vs (®)

2470 '

2488 Sc=SQR:!DOT(Fs,Fs))

2498 MAT G(3:=Ps/(Sc)

2500 CALL Cross(L2(%*),G3(*),Vs(#))
2510 G2=S@RIDOT((2,C2>)

2520 MAT G2=G2/¢(G2>

2530 CALL CrossClL1(*),G2(#),G3(*))
2540 !

2558 FOR I=| TO % t Fill the Gn(¥*) rotation matrix.

2560 Gn¢1,15>=31<1)

2570 Gnd2,1>=32(1)

23860 Gn(3,1)=53C1)

2590 NEXT 1

2609 t

2610 PRINT USINS Form2;"Matrix GN:I",Gn(#) N

Normalize the satellite positior,
G3 is along position vector.,

G2 is normal to orbit plane defined
by position and velocity vectors,
Normalize G2.

Gl = G2 cross (3.

WA S i AP TIMBAPIRIG . VIR, cvn b e 4 oy

A Tl b .
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2620 !
2630 } Conpute Euler parameters for VN rotation.
2640 ! First get true Euler parameters for VG rotation.
26350 !
2668 CALL Purtu~bi(B.gnom(*),Evg(#),Nug(*),0mega,d,Bug(*))
2678 PRINT USINS Form3; "Bug...nominal Euler Parameters between frames V-C!",Bug
nom(#)
2688 PRINT USINI Form33"Bug...true Euler Parameters between frames V-G:",Bug(#)
2690 !
2708 CALL Dircosb(Bug(®),Yg(*))
2710 !
27286 MAT Vn:Vg#*an
2730 ! Recover Euler parameters.
2749 Bun(1)3,5%#30R(YNn(L, 1)+VNn(2,2)+4VNn(3,3)+1)
2750 BO=Bunil)
2760 Bun(2)=(Yndg,3)-Yn(3,2>>7(4+BB)
2770 Bun(3):=(¥n(i, 1>-¥n(1,3)>)/(4%BB)
2780 Bun(4)>32(V¥n(1,22-¥Yn(2,1)>>-(4%B0B)
2790 !
2880 PRINT USINS Form3;"Bun...Initial Euler Parameters between frames V-+i",Bun
(*)
2810 !
2820 !
2830 Step=38 ! seconds between frames.
2840 Delr=.% ! seconds between gyro readouts.
]
[}

2850

28€0 ' Save all constants for this run.

28?0 FRINT #42,130:=,0s,P30(%),VYs8(%),Re,Ue,PeB(*)>,VeB(*),1Incl,Sigxy,Sigm,<igh,5
gav,Delt  Timez, St 2p

2888 PRINT #42;BranonC*),Eba(*),Nbac¢%),Biasnom(*),Ebias(#*),Nbias(#)>,Bugnon(*),Ev
g{#)>, Nug(*)

2890 !

2900 { Nou generate frames of data.

2910 {

2920 Timeloop: !

2930 1i=0

2949 FOR Itv=x2 T7) 30 ! number of frames.

2950 t

29¢c0 DISP ' FRAME: ";It

2970 !

2980 PRINT USING " K,DI,K";"#%%%2%x%%%#% FRAME ", It ," *Es¥rrsixsse"

2398 ' Locp over time interval to get true gyro rates.

3009 FOR J:=1 T) Step/Delt+]

3410 R1CIY=U1¢Ti+I)

30620 R2C(II)=W2(Ti+JI>

3030 R3CII)=U3CTis+J) i
3040 NEXT J !
3050 } .

30680 li=lirSteo-Delt !
3070 Dt=Tine-T2

3080 ! Conpute the VG Euler parameters. _
3990 CALL Pertarbl(Eugnom(%*),Evg<(%*),Nug(%),0mega,Dt,Bug(*)> !
3109 CALL Jircoeb(Eug(#),Vg(#)) ¥
3110 PRINT USING Fcrm2i"Matrix YGi",Vgl(x)

3120 ! Call Runge-Kutta to compute true values vehicle frame, (We




3130 ! keep VG fixed during this time interval.)

3140 CALL Rung2«Bur(*),Time,Delt,Step,R1(%),R2(#),R3I(*),Vg(*))

3150 !

3160 PRINT USING Fcrmd4;"Satellite time from start of simulation: ",Time,"secon
ds "

3170 PRINT USING Fcrm3;"Bun...True Euler Parameters between frames V-N:",Run(s
)

3180 !

3190 CALL Jircidsb(Eun(*),vyn(*)>

3200 ! Perturb Beta(BR)> about their nominal values.

3210 CALL Ferturb(Ebanom(*)>,Eba(#),Nba(*),0mega,Dt,Bba(*))

3220 CALL Jircosb(Ebac(#)> ,Ba(#*)) ! Compute rotation matrix.

3230 !

3249 PRINT USING Fcrm3;"Bba...Nominal Euler Parameters between frames B-A:",Eb
anom({#%)

3250 PRINT USING Fcrm3;"Bba...True Euler Parameters between frames EB-A:",Ebacs
)

32¢€0 !

3270 CALL Jircosb(Ebal#),BaC#))

3280 !

3299 PRINT USING Fcrm2;"Matrix BR :",Bad(#)

3300 !

3319 CALL Mat_auvd(Bea(*),Av(*))

3320 ! Compute AN rotation matrix.

3338 MAT An=Avx\'p

3340 ! Upcate the satellite and earth position.

3358 CALL Urbit(Tire,Ps(#),V¥s(*),Ps0(*>,Vs0(*),T0,Us,As,DsB,Rs0)

2360 CALL DrbitcTine,Pe(*),Ve(*),Ped(*),Ved(*),T0,Ue,Re,Ded,ReD)

3370 !

3389 PRINT USING Fcrmi;"Position (km> and velocity (kn/sec) of Satellite:" ,Fs(
*#),Vs(%)

3330 PRINT USING Fcrmi;"Position (km> and velocity C(kmssec) of Earth:",Fe(*),V
e(*)

3400 ]

3418 MAT V='s+V:2 ! Compute total velocity.

3420 !

3430 PRINT USINS Forml;"Total velocity of satellite (kmssec):",V(#)

3440 !

34586 Mag=SQR(DOT(Y,Vv))

34680 MAT Vou=V/(()

3470 !

3480 FQOR I={ TO « ! Perturb Euler parameters.

3490 CALL Gausz:«(Sigb,Bun(l),Bunest(l)> ! These are used if only Proc. B
3508 NEXT I ! is run,

3510 !

35206 Mag=SQAR(DOT(Burest,Bunest)) ! Normalize Euler parameters.

35380 MAT Bunest=kunest/(Mag)

3540 !

3550 File=File+)

3560 PRINT #2,Fite | Position file pointer.

3570 PRINT #2;Bun(#) ! Save true Euler paramneters.

3580 PRINT #42;Runest(#) ! Save estimated Euler parameters.
3590 PRINT #42;Bug(») ! Save Betas for frame G to Viiug,
3600 PRINT #42;Bug(*) ! Save estimated Bug.

3610 PRINT #2;Boul#) | Save Betas for frame R to B - Bba

105 =




- 106 o=
3628 PRINT 42;Bora(#) ! Save Bba(est.).
3638 PRINT #2;v{(») | Save velocity vector,
3640 {

3650 GCLEAR
3660 LOCATE 10,110,%0,109
{

3670

3680 Pass=0

3650 Pass_2: { Come here for FOV(B)--Second pass through loog.
3700 !

3718 SHOMW -5,7,5.7,-4,.4,4.4

3720 CLIP -%5.7,3.7,~4.4,4.4

3738 FRAME

3740 AXES 1,1,0,0

3750 !

3760 FOR J=| TO0 &

3vve Bore (JO>=3n(3,1> ! Boresight direction cosines.
3780 NEXT J

3790 !

3838 PRINT USINS Form2;“"Matrix ANI",An(#*)
3810 PRINT USINS Form2;"Boresight unit vector:i",Bore(#)

3820 !

3830 CALL R:ucex3c#l,Fov(#),Nfov,Bore(#),Sigma,Radius,Fld,Table(*),Voc(#))
3840 !

3850 Hm=20

3860 PRINT USINI Formd; "Number of stars from the catalog:",Nfov
38708 MAT Xy =2E?
3880 MAT Xym=2ER

[}

3890 '

2980 FOR N=1 TO Hfou. I Find stars that are within FOV.
3910 FOR J=1 TO 3

3920 LCIYsFaudN, J)

3930 NEXT J

2940 CALL Fhozgn(L(#),AnC#) ,Xx,Yy) ! Compute x,y.

3950 XxsX«%F)
3960 YyeYusF)

3970 IF A3S(Xx:>%.7 THEN Skip ! Test for star in field. ‘
3980 IF R35C¢Y.,2>4.4 THEN Skip i
3990 !

4000 Hm=Nin+1 ! Got onel

4010 Xyt Clm, 1 )=Xx

4020 Xyt CHm, 2) =Yy

4030 CALL Gauszs(Sigxy,8,X> ! Rpply noise to positions.

4040 XymCHm, 1)=:Xx+X
4050 CALL Gauss(Sigxy,0,Y)

4060 Xyum(Hm, 2)=Yp4Y .
4070 ML =Fau(N, <) ! Save the magnitude.

4080 Xyt (Hmy 3)2Me

4090 CALL Gauszs.(Sigm,0,Dm> ! Add noise to magnitude.

4100 Kym(Hm, 3)sMt +Dm l
4110 !

4120 MOYE Xym(Mm,1),Xym(Nm, 2>

4130 LABEL. USING "K"j"+" ! Plot the star position,

4140 IF Nw=18 THEM Qutput l

4159 Skip: !
4160 NEXT N

s o,
A .
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4170
4180
4150
4200
421@
4220
4230
4240
4250
4260
4270
4280
4290
4300
4310
4320
4338
4340
4350
4360
4370
43880
4399
4400
4410
4420
4430
4440
4450
4460
4470
4480
4499
4500
4510
4520
4530
4540
4550
4560
4570
4580
4590
4609
4610
4620
4630
4640
4650
4660
4670
4690
4690
4700
4710
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1
Output: !
PRINT MSIN3 Formd; "Number of stars in this FOV:",Hm
PRINT HSIN3 Form2;"True image coordinates (mm):",Xyt (%)

PRINT HSINI Form2;"Measured image coordinates (mm):",Xym(¥*>
]

PRINT 42;Nﬁ ! Save number of stars in fielc.

PRINT #2;X t (#),Xym(*) ! Save true and measured positions.
!

MAT Bn:=Ba#*3in ! Rotate to FOV(B).

MAT An:=Bn

LOCATE 10,110,¢,50
[}

Pass=Pass+|
IF Pass=1 THEN Na=HNm
IF Pass=1 THEN Pass_2
X .
IF Gyro$="d' THEN Skip_noise
DISP "Rddiag ncise to gyro rates...please wait."
|
FOR J=l TO Stex/Delt
CALL Gauss(Siggy,8,X)
RIC(JIJ»=RICI)+Xx
CALL Gauss(Siggy,9,X)>
R2¢Jr =R2(. D +X
CALL Gause(Siggy,8,X)
R3(J>»=RI(II+X
NEXT J
]
Skip_noise: |
IF Biass$="N' TFHEN Skip_bias
| Calculate the bias rates.
CALL BiastDt,Biasncm(#),Ebias(#),Nbias(#*),0mega,Bias(*)>
PRINT USING Form3;"Biases...true values:",Bias(#)
MAT Ri=R1+(Rias(1))
MAT R2=R2+(Bias(2))
MAT R3=R3+(Bias(3))
Skip_bias: !
1
CUTPUT @ USING "K,DD,K,DD,XX,DD";"Frame: ",It," Number of stars! ",ba,Nm

DISP
'

PRINT w2;Rit*),R2(*),R3(*) t{ Save measured gyro rates (60%3)
PRINT #2;Biaus (%) | Save true bias values (3),

!
NEXT I

ASSIGH * TO #z
|

N‘.llN ,
INPUT "Do you want to do another runcY/N>?",N$
PRINT USING "/K,K";"Do you want to do another run(Y/N>? " N$
IF N$s"Y" THEM Restart
}
Formi: IMAZE K-3(3(MD.DDDDE,X)>/)




4720 Form2:
4730 Form3:
4749 Form4:
4750

4760 END
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IMASE K- 10¢3(MD.DDDDDD, X))
IMASE K, C4C(MD.DDDDDD, X))
TM3GE k,X,MDDDD. DD, X, K

' .
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Combin

This program analyses data produced by simulation program Datgen,
directing the data to subroutines for Process B (Proc-b) and Process C
(Orbit, Runge and Kalman). Process B and Process C can be run separ-
ately (Process C alone only if Process B was run previously with these
data) or they can be run together. Combin requests several parameters
from the user: 1) the process noise standard deviation associated with
the variation in interlock Euler parameters, BBA’ used in Kalman filter
update of Bga (see Section 3 of the Final Report), and 2) the gyro bias
"standard deviation" which controls the variations in the recovered gyro
biases (see Section 4 of the Final Report). In addition, we can also
offset, by a constant amount, the interlocks between the vehicle and
gyro frame (nominally set to zero).

The data frames, read from an external file, are processed one at a
time. For each frame, the Euler parameters, BVN’ and the associated
covariance matrix from analysis of the previous frame, are integrated
forward by subroutine Runge (for the first frame we can use the true
values for BVG or some offset). Subroutine Orbit computes the position
and velocity of the earth and satellite (the total velocity is used by
Access to add aberration effects to the star direction cosines). We
then call Proc-b to 1) match measured stars with specific catalog stars
and 2) update the Euler parameters BVN and BBA via least-squares cor-
rection. These Euler parameters, the covariance matrix associated with
BVN’ and the calculated image coordinates for all matched stars

are saved by storing them at the end of the current data record.
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Subroutine Kalman is then called to combine the integrated values
for BVN with the corrected values from Process B analysis to yield an
"optimal estimate" of BVN and the gyro biases, at the current time.
These parameters and the 4 x 4 covariance matrix associated with the

estimate of BVN are saved on the data file also.
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(EXX2 XA LIRSS RAN SR 222X R 22X R2 X2 XXX Y X

# *
* PRGGRAM: COMBINE #
L *

(22222 RS RARGIEEE SIS 2SS Y )

80 ! T. STRIKWERDR ...... 14 JANUARY 1981.

90 I This projram combines processes B and C of Star Wars. This versior uses

1900 ! Euler pa~ameters relating the "VY" frame to the inertial frame.
!
!

110 This progjram also recovers the Euler parameters relating FOV(A) tc
120 FOV(3)> aacd tre gyro bias estimates.
130 !

140 OVERLAP

150 FLOAT %5

160 OPTION BRSZ 1 L

170 DIM Ps3(3),Vs0(3>,Ps(3)>,Vs(3),PeB(3),VeB(3),Pe(3),Ve(3)
180  DIM T1:4),T2¢(3,3)

199 DIM Cow8(8,&)

200 DIM Bun(4),Euntrue(4>,Bug(4),Buns(4>

219 DIM Bba(4),kbatrue(d4),Voc(3),Bbae(4>,Bbalsq(4)

220 SHORT Xyma(18,3),Xymb(10,3),Xyca(S5,2)>,Xycb(5,2),Xyt<10,3)
230 SHORT rov(4,4),W1(61>,W2¢61)>,H3(61),Short

240 DIM Pki?,?),Lanc?7,7)

250 DIM Xk (7),%ki(?7)>,Xkb(?>,0¢(3,3>,Qbac4,4>,Pbacl4,4>

260 COM vgi3,3), INTEGER Table(529,2>

270 RAD

280 !

299 PRINT USIHG "K";"S#S#844%08NSKERKRENSNINE P R OC E S S B AND C
I R R R RS ER RS ISR EEE M

300 !

310 N$="N"

320 INPUT "Daing Proc B (Y/N)>?",N¥

330 PRINT USIMG "/K,R";"Dcing Proc B (Y/N>? ",N$

340 Pb=0

3%0 IF NF="Y" THEN Pb=l

360 !

370 N$="|4"

3890 INPUT “Daing Proc € (Y/N>?",N$

390 PRINT USING “"s/K,R";"Doing Proc C (Y /N>? ", ,N$

400 Pc=0

419 IF NB="Y" THEN Pc=l

420 !

430 IF Pb=8 THEN Have_table

440 !

430 PRINT USIMG *"K";"Insert star catalog disk into F8,1....Then press CONT"
460 PAUSE

470 Ng=" ! Set answer to blank.

480 INPUT “Has tre table of star cell positions been read-in?",N$
490 PRINT USING "/K,K";"Has cell table been read-in? ",N$

500 IF N3<O"N' THEN Have_table

Si10 !

520 ASSILN #1 TO “Tab22:F8,1"

530 READ #1,1
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540
5350
360
570
580
590
11"
insg
610
ing§
620
630
640
6350
660
iggy
670
680
690
700
710
720
730
740
750
760
7790
78a
790
800
810
820
830
840
850
860
870
889
890
900
910
929
9308
940
950
960
ce ¢
970
980
990
1000
1010
1220
1030
1040

READ #1;Table(#) ! Read in table of cell positions.
ASSIGN # 10 41 t Close this fite.
!
ASSIGN #2 TO "Mss220:F8,1" ! Star catalog file.
¢
Have_table: ! Ccme here if this is a continuation.
INPUT “Iaput file name and device with simulation data (Simnnn:fF8,0>:",D
PRINT USIMG "/K,K";"Input file name and device with simulation data: “,D
ASSIGN #1 TO Dins
! BUFFER #!
CHECK REA3I #1
!
RERD #1,1;Rs,Us,P3sB(%),Vs0(*),Re,Ue,Ped(#),Ved(#),Inc),Sigxy,Sigm,Sigb,$S
sDelt,Tine,Step .
PRINT USIMG "/K,DDDDD";"Satellite orbit major axis (km): "y Rs
PRINT USIMG "K,D.DDDDE";"Earth orbit major axis (km): v, Ae

PRINT USIMG "K,DDDDD";"Satellite orbit inclination (deg.>:",Incl

Sigxu=MARX(Sicxy, 1E~3)

PRINT USIHG "K,DD.DD";"Rate gyro data spacing (sec): “yDelt

PRINT USIMNG "K,DD.DD";"Runge-Kutta time step (sec): “,Step

PRINT USIMG "K,D.DDDE";"Gyro standard deviation (rad/sec)>: ",Siggs
]

Siggw=MAXtSicgy,2.424E-6) ! Must keep gyro std. dev. non-zero.
!

Ds@=10T(:0,vs0>
RsB=3QR(DOT(FsQ,Ps0)) ! Constants for orbit calculation.
De@=)0T(%e¢D,ved)
Re0O=3QR(DUT(Fed,Pe0))
To=0 | Set reference time.
!
REDIM W1(%3)
READ #1; 41¢(*) ! Read all the perturbation constants.
'

FOR I=1 10 4

BbanomCIDd=W1<CI) ! Retrieve the nonrinal interlock valtues
NHEXT 1] ! from this list,
)

REDIM W1CE1)
1

IF Ph=0 THEN READ #1;Wba ! Read the weight for interlock recovery.
IF Phh=0 THEN Skipl
'

INPUT "1aput weight in arcseconds for interlock variance (2,5,etvc.)>",Hba

PRINT USIMG “/K,DD.DDD";"Input weight in arcseconds for interlock varian
2,5,etc.> ", 4dba

PRINT #1;bkba

MAT Pba=IDIN ! Set up interlock Kalman filter matrices.

MAT Pba=2t.a*(1E-6) ! Set covariance matrix to large initial value.

'

MAT Qbas1DN

Gball,1>=)/8

@bact,2)s--4/¢€ !

Qbadi2,1)=-1/¢ ! Qba is the process noise matrix for the

e n @ M em e eew -




10580 Qbac2,2>=1/8 | interlock angles between FOV(R> and FOV(E).

1060 bac3,3)=3/4 | The Q@ matrix has been converted to Euler

1070 Gbaci,4>31/4 | parameters. NOTE: This matrix is valid for
1080 MAT Qba=dta®((Wba*4.848E-6>~2> ! (3,1,3) rotation of €(8,99,0) onlyl
1990 MAT Pba=lta ! Can start with good estimate.

1100 !

1110 Skipt: !

1120 W=1E { SERC(Weight) for constraint equation.

1130 |

1140 IF P:=@ THEN Skip2

1150 !

1160 INPUT "Iaput Gyro Biras Standard Deviation (Degrees/Hr)>",Sigbias

1170 PRINT USING "/K,DD.DD";"Input Gyro Bias Standard Deviation (Degrees/Hr
) ",Sigbias

1180 PRINT #1;¢igtias

1190 Sigbias=3igbias#P1/(180%3600) | Convert to radians-/sec.

1200 !

1219 MAT Lam=2ER
1220 FOR (=5 I(t 7

1239 Lan(I,I:=3Sigbias~2 | Set observation covariance matrix for gyrc bias.
1240 NEXT 1

1259 !

1260 MAT Pk=I0M

1270 MAT Pk=P¢>»(1E-7> ! Set covariance to large value.

1286 !

1290  Ofac=Sigyy~2
1380 MAT B=IDJ

1310 MART QA=Q*(Ufac) ! Inicialize process noise matrix.
1320 PRINT USIHG Form3;"Q Matrixi",QC*)
1330 !

1348 MAT 3ug=ZER
1359 Bug(l)=1
13680  N$="K*

1370 INPUT "D> vou want to offset matrix VG (V-frame to Gyro framel>",HN$
1380 PRINT USIMG "/K,K";"Do you want to offset matrix VG (V-frame to G.rc fra
me)> "sN$

1390 {

1400 IF N#="N" THEN GOTO Skipug

1410 Buy(1) =)

1420 Ruyg(2)=1E-3 ! Size of offset can be changed.

1430 Bu(3)>1-2E-3

1440 Bui3(4)=0E-Z

1450 Ma3=S@ADOT (Bvg, Bug))d ¢! Re-normalize Euler parameters,.

14€0 MRT Bv3*Bugs(Ma3z>

147@ Skipvg: !
1480 CALL Dir:zasb(Bug(#),¥g(#)>,0,T2(*), T2(#),T2(#),T2(#>)
1490 PRINT USIHG Form3;"Matrix VG for this run:",Vg(#)

1500 !

1510 Skipa2: !

1520 !

1530 C=3E73 ! Speed of light (km-/sec),

154€ Pass=0 ! First pass through frame loop - special case.
15350 Tk=Time ! Initial time.

1560 MAT Xk is=ZER t
1570 MART <Xkt=2ER
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1580 !

1590 | 4+4+++++44++ Begin Loop Ouer Data Frames. ++++++4444444

1600 !

16190 FOR Ifile=2 TO 30 ! Loop over all data frames.

1620 PRINT USIHG "/K,DDD,K";"~~vaannnn  RECORD NUMBER: “,Ifile," woanvanascar
1630 Pass:=Pass+1

1€40 !

1659 READ #1,Ifile
1660 RERD #1;Buntrue(*)

1670 PRINT USIMG Forml;"Bun....True Euler parameters between V and N frames:”

s Buntrue(#)

1680 REDINM Xktc4)
1690 MAT XYkt=Buntrue
1700 REDIM Xkt ¢?>

1718 IF Pazs=1 THEN MAT Xki=Xkt ! This causes displacement of first estimate.
1728 !
1738 READ #1; Bundc#) ! These are rnot used unless we do Proc. E only.
1748 ! PRINT USIMG Forml;"Bun....Estimated Euler parameters between V anc N ¢ra
mes:",Bun(*)>
750 !
1760 READ #1; Buvg(¥) ! True Euler parameters between V and G framess,
1770 ! CARLLL Dircosb(Bug(#)>,Vg(*)>,0,T2(*),T2(*),T2(#)>,T2¢(#>)> ! Could uss truth
17206 READ #1;Bug(#) | same comment as Bun....not used.
1790 !
1869 READ #1jBtatrue(#)> ! True Euler parameters between B and A frane.
1319 READ #1;Bbatrue(#) ! same....not used.
1328 IF Pass=1 THEN MAT Bba=Bbatrue ! Can help out by setting estimate=ztruth,
1836 ! ,
1840 PRINT USIMG Formi;"Bba....True Euler parameters between B and R frame=z:"
y Bbatrue(»)
1850 PRINT USING Forml;"Bba....Current Euler parameters between B and F frame
s:",Bbad(#*)
18€0 !
1870 READ #1; Jouc (%)
1880 PRINT USIHNG Form3; "Components of total velocity (kmssec):"jVoc (=D
1830 MAT ‘Yoc=vac <{C)
1908 !
1910 REDIN XynadlE1l,37,Xymb(1EL, 3D
1920 PRINT USIHG "K";"Number of stars in each FOvV:"
1930 !
1940 RERD #1; dfovna
1950 PRIHT USIHG "K,X,DD";" FOVYC(A>:",Nfouma
1969 READ #1;Xvmal(*> | True coordinates.
1979 READ #1; <Xymal(*> ! Measured coordinates,
1980 !

1990 READ #1; dfourndb
2000 PRINT USIMG "K,X,DD";" FOV(B)>:",Nfoumb

2ete READ #1; <ymb(*> | True.

2020 READ #1; {ymb(#) | Measured.

2030 !

20409 READ #1543C*)>,UH2¢(#),W3(#) | Read rate gyro data for each axis.
20506 !

2068  REDIW Xkt¢?)
2070 RERD #1;xkt(2) ,Xkt(6),Xkt(?7> | Read true bias rates.
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2080 !
2090 IF P:=@ THEN Skip3
2100 CALL Runge(Tk,Delt,Step, N1C#), W2¢#) , W3C*),Xki (%), Pk(#),QC#),Sigbizs)

2119 !

2120 PRINT USIMG Form2;"Bun....Integrated Euler parameters between V ard N fr

ames”,"and guro s>iasesi” ,Xki(#)

2130 !

2140 REDINM Xkic4)

2150 MAT 3un=<Kki ! Estimates for Process B.

2169 ! IF Pass=1 THEN MAT Bvn=Buntrue | Can help out by setting est.=truth,. i
21790 REDIM Xkit¢?)

2180 !

2190 Skip3:1F Pc=t0 TFEN Tk=Tk+Delt
2200 CALL Orbit(Tk,Ps(*#),Vs(%),PsB(*),Vs0(*),TO,Us,As,DsB,Rs0>
2210 CALL Orbit(Tk,Pe(#*>,Ve(#*),Ped(*),Ved(*),TO,Ue,Re,Ded,Red)

2220 MAT ‘'Yoc=ds+Ve ! Total velocity,

230 PRINT USING Form3;"Components of total velocity (kms/sec):"jVoc(*)
2240 MAT 'Yoc=vac/7(C)>

2259 !

2260 IF Pb=0 THEN Skipd

2270 ]

2280 MAT 3bae=kba ! Save the estimated interlock vector.

22960 CALL Pro:_b(#2,Bun(#*),Bba(#),Voc(*),Nfouma,Nfoumb,Ka,Kb,H,Sigxy,RAymal+),
Xymb(#),Xycai*), {ycb(*),Cou8(*),Pbal#),Aba¢*)>,Bbalsq{*))

23060 ! QUTPUT & USING Form9;1file,Nfovma,Nfovmb,Ka,Kb ! Progess indicator.
2310 Form9: IMAZE SCDD,XX)>

2320 !

2330 FOR I=1 TO 4

2340 FOR J=1 T0 4

2356 Covscl,J3>=CouvB(I,J)

2260 WEXT

2370 NEXT 1

2380 PRINT #1;kEun(*),Bbac#) | Save Process B results,

2390 PRINT #1;Cou(#)

2400 PRINT #1jKa,xyca(*)

2410 PRINT #1;Kb,*ycb(#)
]

2420 !

2430 Skip4: [F P-=0 THEN Endloop

2440 !

2450 IF Pl»=0 THEN READ #1;Bun(#),Bbac(#*),Cov(#*>,Ka,Xycal*),Kb,Xycb(*)>
2460 IF (Ka=8) ANI (Kb=@8> THEN Proc_b_failure

2470 REDIM Xk>t4)
2480 MAT Kkb=Bun
2490 REDIM Xk>¢7)

2500 i

2510 FOR [=1 TO 4

2520 FOR J=1 T0 4

2530 ) Lam¢I, >=Cou(I,J> ! Fill obs. cov., matrix with Proc. B results.
2540 NEXT J

2550 NEXT 1

2569 !

23570 REDIM Xkic4)
2580 MAT T1=X<i
2396 REDIM Xkic¢?)
2600 !




2610
2620
2630
26480
2650
2€60
2670
2680
2699
2700
2710
2720
2739
2740
2758
2760
2770
2780
2799
2560
2810
2820
2830
2840
2850
2860
2870
2880
2898
2900
2910
2920
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CALL KalnanCxkt () ,Xki(#) Pk(*),Xkb(¥),Lam(#))
!
Proc_b_~ailure: ! Come here if Proc B failed to find stars
\
PRINT #1;xkic(*) | Save Proc. C results.
PRINT #1;71(%)
!
FOR =1 TO 4
FOR J={ TO 4
shortsPkCl,J)
PRINT #1;Short
NEXT J
NEXT 1
PRINT #1;Ebalsq(*)
!
Endloop: !
PRINT " " ¢end of frame)"
1
NEXT I-ile
!
Stop: FRINT
FRINT ® THE END"
FOR I=1 TO S
BEEP
WARIT 120
MEXT 1
!
Formi: IMAZE ~/K,/,4CMD,DDDDDD, XX>
Form2: IMAIE ~/%,/,K,7,4(MD,DDDDDD,X>,/,3(MD.DDDE,X)
Form3: IMAE ~/k,3C¢(s3(MD.DDDE,XX>)
i

END

in bothk FOY.
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Access

Access determines which catalog cells the camera boresight lies in
or near and then retrieves the star positions for the stars contained
in those cells. The first step is to determine the polar angle and
longitude angle of the boresight unit vector. These angles are converted
to primary cell indices by dividing by the cell size. In a similar
manner, we also determine three nearest neighbor ée]ls. The location of
each cell in memory or on a storage device and the number of stars in
each cell are found by referring to a table. We then read the star data
from these cells (consisting of direction cosines and magnitude) and
compute the vector dot product of each star with the boresight unit
vector. If the product is less than some specified tolerance we reject
the star; this product is also used to sort the subcatalog by distance
off the boresight. A list of up to 100 stars is returned to the calling

program.

See Appendix 3 for details on the catalog format.
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* %
* ARCCESS *
* *
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6268 | Access g2ts stars from the catalog for cells surrounding the boresight.
6270 SUB Rcuess(#1,Mfov,Bore(*),Sigma,Radius,Voc(*),SHORT Fouv(#¥))

€280 OPTION BRS: 1

6299 DIM ANY{1083:,Cc(3)

6300 INTEGER K(3:,J¢4>,Nt,Kk,M,N

6310 SHORT Hag, Yum

62320 COM vgi3,3),INTEGER Table(529,2)

6330 REDIM Fov(1@0,4)>

o g o L] ] _— —

6340 !
6350 DISP "Hccess"
63€0 !
6378 Nt=22 ! Murber of latitude bandzs for this catalog.
€330 Dphi=2+Pl/( %*Nt+1) ! Latitude spacing.
6390 !
6480 Nfov=0
6418 Ctest=10S<¢(adiLs+5igmad ! Maximum angle off the boresight.
6420 Phi=AC5(Bo~e(3)) ! Polar angle.
6430 IF Phi{@ THEN Fhi=Phi +2#P]
N 6440 !
! 6450 Lam=Pl.-2 ! Catculate longitude angle.

6460 IF Bored(2){a TFEN Lam=Lam+P]

6479 IF Bore<1>{:98 THEH Lam=ATM(Bore(2>/Bore(1))>

6480 IF Bore(1){@t TFEN Lam=Lam+P]

€490 IF Lami0 THEN Lam=Lam+2#P]

650609 !

€518 PRINT USINS "/,K,%,DDD,D,X,K";"Polar angle!",Fhi*180-P],"Deqrees"”
65280 PRINT USIN3 "K,X,DDD.D,X,K";"Longitude angle:",Lam#180/P1,"Degrees"

PP T o - < e SIS TR AP

6530 !

6540 ' Calculate cel) indices,

65508 IF Phi{Dphi THEHN North ! Near north pole--special case.
6568 IF Phi>2%PI-DpFi*.S THEN South ! Near south pole--special caze.
6570 ! .

6520 K(1)=2¢INT(Fhi-DIphi+.5) ! Calculate two neighboring
6590 K(3)=2¢INTC(Fhi~-Dphi) ! latitude bands.

6600 IF K(3>=2K(]1: TFEN K(3>=K(3)>+2

6610 IF KCi1r>Ht THEL K(1)=2%Nt+1-K{1) ! Make sure we’'re on the correct
6620 IF K(3)>>Nt THEhN K(3)>=2#NHt+1-K(3) | side of equator.

6630 K(2>=K{1)
6640 K(4)>=K(3)

. 6650 !
} 660 Dlam=2¢PI/ (22K 1)+1) ! Now determine two neighboring cell:
g 6670 J(i)O>=IHT(Lam Dlamn+.3) I in each latitude band.
6680 J(2)=IHT(Lam/D)am>
- 6690 IF J(2)=J(1: TREN J(2)=¢JC1)X+1) MOD (2#K<(1)>+1)

J 6700 J(1)>aJI1) 10D (2#K(1)+1)

: 6710 Dlam=2+¢Pl (;#K(3)+1)

6728 J(3)=INT<(Lam/Dlam+.95)

6730 J(4>=INT<(Lan’Dlam)

6740 1F J(4>=JC3. THEN J(4)>=(J(3>+1)> MOD (2#K(3)+1)

* 4
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6750 J(3>=J(3) "0D (2*K(3)>+1)
6760 GOTO Arouni
€770 !
6780 North: ! Special case for north pole.
6790 K(1)>=0
6800 K(2)>=2
6810 K(3)>=w2 ! Get indices for polar cap and
6820 K(4)>=2 ! three of the five cells in next band.
€830 J(1)>=@
6840 J(3)=aINT(Lam/(2#P1/5)+.,5)
6850 J(2>=J(3>+4 MOL S
6860 J(4)=J(3>+1 MOL S
€879 GOTO Around
€880 !
6890 South: ! Special case for south pole.
69008 K(1)>=1
6910 K(2>=1 ! Get all three cells at south pole and
6926 K(3)=1 ! one of the seven in the next band.
6938 K(4>=3
6948 J(1)=0
6950 J(2>=1
€966 J(3)=2
6970 JC(4OX=INTCLan/(c*P1/7)+,5)
6980 ¢
69992 Around: ! S<¢<ip rorth and south pole stuff.
7000 PRINT USINI "/,K,7,2¢4CDDD,X>/>";"Cell indices:",K(#),J(%)
7o1e !
7020 FOR I=l TO <«
70380 MeKCIX#KC) D+ CTd+)
70840 N=Table(1,1)
7058 RERD #1,+
7060 Kk=TabledM, 2>
7076 FOR K=1 TG Kk
7080 READ #1;Co(%*)>,Mag,Num
70950 A=30T(Z¢, Becre> ! Compute cos of interstar angle.
7100 IF A<Ctest THEN Continue
7110 Hfou=Hfau+t ! Star lies within range of boresight.
7120 AN (NF ) =F
7130 !
7140 Scale=1-D0T(Voc,Cod
7150 MAT Co=(o*(Scale) ! Add aberration effects.
7160 MAT CosCo+voc
7170 ! :
7180 FOR J=1 TO 3
7190 Fov(Nfouv,J)=ColJ) ! Save this star.
7200 NEXT J
v210 Fou(Nfauv,d4)=Mag
7220 Continua: NINT K
7230 Skip: !
7240 NEXT 1
72350 !
7260 IF Nfow<>8 THEM CALL Sort(Ang(#*),Fov(#),Nfov,4)> | Sort stars by ancle off
boresight.
7270 !
7280 DISP
7290 SUBEND

e = I
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Bias

Subroutine Bias computes bias terms which are later added to the
rate gyro data. We have used a simple sinusoidal variation added to

each nominal bias value. For input we specify the time, orbital

frequency, nominal bias values, and amplitude and frequency of each

variation.

—
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(2222222 ES ARSI RS 4222 X R RS X2 AR R X2 X R 2R 222 )

*
*
*

*

BIAS *
*

(XXX I RIS NARI ARSI LIS S22 222222 X222 2 XX 22

7650
7668
7670
7680
7690
7700
7710
7720
7730

SUB Bias(Dt,SHCRT Biasnom(#*),Ebias{#),Nbias(#),RERL Omega,Bias(#*))
! This sub~cutine computes the bias rates (o be added to gyro rates.
OPTION BRSZ 1|

'
Bias(1)=Biasnon(1)+Ebias(1)*COS(Nbias(1)*0mega*Dt)
Bias(2>=Biasnon(2)+Ebias(2)*SIN(Nbi 2s(2)>#0mega*Dt>
Bias(3)zBiasnon(3)+Ebias(3)#SIN(Nbias(3)*UmegaxDt)

!

SUBEND
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Cross

Subroutine Cross computes the vector cross-product of two vectors.




L] 124 -

(X 2222222221222 R I A XA 2R X2 22222 X222 2R X222 2 )
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: 6230 | This suborogram computes the cross product of two vectors.
' 6300 !

63190 SUB Cross(¢#),V1(*),V2(*))

6320 OPTION BRS:z 1

: 6336 \ y
6340 FOR K=| TO & ' ’
6350 Ki=K MOD 3+1 ! Determine the order of multiplication.

6360 K2=K| MOD 3+1

6370 RCKY=V1C<1I%Vv2C¢K2)~V1(K2)#V2(K1)

‘ 6380 NEXT K ’

i 6396 !

! 6400 SUBEND




Deriv

This subroutine forms the right-hand-side of the matrix Riccati
equation, which is integrated by subroutine Runge to propagate the
covariance matrix. We use the partitioned form of the Riccati equation
as presented in Appendix 8 of the Final Report.

The input data consist of the upper 4 x 4 portion, lower left
3 x 4 portion and lower right 3 x 3 portion of the covariance matrix.
In addition, the subroutine requires the 3 x 3 process noise matrix
and two portions of the matrices used for the state differential equa-
tions (see Appendix 8). The output is the time derivative of the upper
4 x 4 and lower left 3 x 4 portions of the covariance matrix evaluated

for the current state.
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14898 ! This sub~cutine sets up the RHS of the matrix Riccati equation in
14960 ! partitioared form,

14910 SUB Deriv(?11C4),P21(#),P22(#>,QC(*),A11(%),A12(*),Kn(*),Ln(*))
14920 OPTION BRSZ 1

14930 DIM T1:4,4>,T2¢4,4>,R121(3,4)
14940 '

14950 MAT Ti:=A11#F1}

149690 MAT T2:=R12*F2}

14970 MAT Ti=Ti1+T2

14980 MAT T2=TRN(T1)

14998 MAT Kn=Ti+T2

15000 MAT AL2t=TIMNCAL)D

150198 MAT T1:=R12#*E

15020 MAT T2:=T1#312¢

15030 MAT Kn:=Kn+T&

15040 '

15050 MAT Ti1:=P21i%fill

15060 MAT T2:=P22*f12¢

15070 MRT Ln=T2-T1

15089 !

15090 SUBEND
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Dircosb

This subroutine computes the rotation matrix between two coordinate

frames as a function of the Euler parameters. If selected, the partial

derivatives of the rotation matrix with respect to each Euler parameters, i

ae Mo,

are calculated also. Refer to Section 2 of the Final Report for the

form of the rotation matrix.

— e oee uu S ) T S e

*
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8888 ! Dircosb :ompLtes the direction cosine matrix using EULER parameters.
8890 SUB Dircosd2(BC(*),CC(#),Ndc,Dcl1(#>,Dc2(*>,Dc3(#)>,Dc4(+))
8908 OPTION BRS:I |
8919 !
8920 DISP "dircosb"
8930 !
8940 BO=B(1>
8958 Bi=B(2»
8968 B2=B(3»
8979 R3=B(4)
8988 B12=B1¢B1
89990 B22=B2+E2
9600 B32=B3+¢B3
9019 BO2=BO¢BO
9028 C(1,1)>:=BO2+k12-B22~-B32
9830 C(1,2):=2*(BI1*BZ+RB%B3)
9049 C(1,3)>:=2%(Bi*BZ-BO*B2)
99%0 C(2,1)=2%#C(B1*Bz~-BU*E3) !
9069 C(2,2)>=RO2-112+B22-B32 ! Direction cosine matrix.
90790 C(2,3>:=2%(B2%*BZ+BO#*#B1) '
9089 C(3,1):=2%(BI*BZ+BO*#B2)
98998 C(3,2)=2%(B:*BZ-BO+B1)>
9100 C(3,3>:=BB2-E12-B22+B32
)

9110

9120 DISP

9130 !

9149 IF Ndc-i>1 THEN SUBEXIT 1 Don’t need partials.

9150 !

9160 DISP "Jircasb"

9170 !

3180 BO=BO+30 ! Compute the partials of C w.r.t. cach bet:z.
9190 B1=B1+131

9200 B2=B2+32 I Do this for factor of two.
9216 B3=B3+33

9220 !

9230 Dci1(l,1)>=B2 { Partials w.r.t. Betapd.

9240 Dc1<1,2)=B3
9250 Dci1(1,3>=-B2
9260 Dci(2,(>=-83
9270 Dc1(2,2)>=B)
9280 Dci1<2,3>)=B1
9299 Dci(3,1)=B2
9300 Dc1(3,:2)>=-B}
93190 Dc1(3,3)=B3
9320 !

9330 Dc2(1, (>=B1 ! Partials w.r.t. Betal.
9340 Dc2¢(1,:2>=B2




{
' 9358 Dc2(1,:3>=B3
9360 Dco(2,l)>=B2
. 9370 Dc2¢(2,2)=-8}
1 9388 Dco(2,3>=B2
L 9390 Dc2¢(3,1)>=B3
i 94088 Dc2(3,2>=-80
9410 Dc2¢3,3>=-81
9420 ! ;
9430 Dc3<(t,l)=-82 ! Partials w.r.t. Betal. H
9448 Dc3(1,2>=Bl1 i
9450 Dc3(1,3>=-Bu
9460 Dc3(2,1>=B1 j
9478 Dc3¢(2,2)=B2
94808 Dc3¢(2,3)=B3
9498 Dc3(3,1>=B2
9508 Dc3(3,2)=B3
9510 Dc3(3,3)>=-B2
9520 !
95380 Dc4(1,1l>=-B2 ! Partials w.r.t. Beta3.
9548 Dcd4(1,:2)=B3
9550 Dcd4<1,3)=Bl
9560 Dcd4(2, ()=-8
9578 Dc4(2,2>=-Bl
9588 Dc4(2,3)>=B2
9590 Dc4(3, l)=B1}
9600 Dc4(3,:2>=B2
9610 Dc4¢(3,:3>=B3
9620 i
9638 DISP
9648 SUBEND
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Dxdbeta

This subroutine computes the partial derivatives of the calculated
image coordinates with respect to each of the four Euler parameters
orienting the star tracker. We have rearranged the partial derivative

calculation into a simple form. We want, for FOV(A) for example,

aX aX 9AN. .
L L M R (m = 1,2,...n0. of stars
By Ly 9AN, 3By,
n W J n n=0,1,2,3).

We note that matrix aAN/BBVN = AV . aVN/aBVN where AV is calculated
n n

by Mat-av and aVN/BBVNn is calculated by Dircosb and this matrix is
independent of the particular star.

The terms aXm/aANij are derivatives of the stellar colinearity
equations with respect to the terms in the rotation matrix. If we

rotate a star's direction cosines {L} into the FOV(A) frame, we have
{L'} = AN - {L}

Then, the normalized image coordinate X/f = Li/L} where f = lens focal

length. The 3 x 3 matrix aXm/aAN becomes

L L Ly |
L} Ly L

0 0 0

LL} LoLi Lal) 1 i
Ly TORRNTCN l

or simply the outer product:

{L; L2 Laf
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To obtain the derivative we can proceed to multiply each term in this

3 x 3 matrix by the corresponding term in aAN/asVN and then sum all
n

terms. However, it is not too difficult to see that this can be

accomplished by writing

ax“‘l I] L, } [BAN ] Ll

—_—= 0 —— L

3B L3 ng 3B 2 i
VNn VNn Ly

a form very suitable for computation. The partial derivatives of the y

coordinate are similar.
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83%0 | Dxdbeta zcmputes partial derivs of (x,y) w.r.t. Euler parameters.
8368 ! di(x or ) -d(Eetalidd=Suml{d(x or y)/d(Cijd>}.{d(Cij>/d(Betalid}]
8370 | where '." represents mult. corresponding terms.

8380 | We have ~¢arranged this sum into compact form used here~--(see
8390 ! notes of 1. Strikwerdad.

8400 SUB DxdbetatFlc(#)> AC*) ,Kk,C(#),DciC*#),Dc2C(*#),Dc3(*#),Dc4<{(*))
i 8410 OPTION BRSZ
! 8420 DIM T1:3)>,T4¢(3),T4¢(3)>,L<(3)! Dimension temporary matrices.

!

: 8430 !
! 8440 DISP "Ixdbz2ta"
8450 !
8460 FOR K=1 TO Kk ! Loop over all stars inh this FOV.

8470 K1=K+K-1
8480 K2=K1i+1

8330 T3¢112=1/T1<(3)

8540 T3¢(2>=0

8550 T3(33&=-T1¢1>3T3CL1)#T3C1)
8360 T4(1>=9

8570 T4¢(2>=T3(1)>

85890 T4(3>)=2=-T1(2>4T3C(1H>#T3C(1)

i
! 84950 FOR (=1 TU 3 | Get direction cosines for this star,

N 8500 LCl>sFiccK, 1)
} 8510 NEXT 1
! 8520 MAT T1=CxL { Compute direction cosines in FOV frame.

§590 '

8600 MAT T1=D:1+L

8610 ACKL, 1>=00TCT1,T3) | d¢x>/d(Betad)
862@ ACK2,1)=00T¢T1,T4) I d(y>sd(Betab)
8630 '

8640 MAT Ti=D:iwl

8650 ACKL,2)=00TCT1,T3) ! d(x>sd(Betal)
8668 ACK2,2)=00TCT1,T4) I etc.

8670 !

8680 MAT T1=D:aal
; 8690 ACKL,3>=00TC(T1,T3>
[ 8700 ACK2,3>=00TC11,T4)
i 8710 |

87290 MAT T1=D:zc*L

8730 ACKL,4>=D0TC(T1,T3)

8740 ACK2,4>=D0TC(T1, T4)

87350 !
87€0 HMEXT K
8770 !
8780 DISP

8798 SUBEND

f
:
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Fill-y
The primary purpose of this subroutine is to calculate the column
vector of differences between the calculated and measured star coordinates.
As input we pass the coordinate frame rotation matrix, and an array

containing the direction cosines and measured coordinates for up to five

paired stars.
Subroutine Phoegn is called for each star to compute the image
coordinates. These are subtracted from the measured values to fill the

deviation vector.
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7260
7278
7280
?290
7300
7310
7320
?330
7340
7350
7360
7378
7380
7390
7400
7418
7428
7430
7449
7450
7460
7470
7480
7490
75080
?510
7520

!t Fill=y fills Dely(s) with deviation between measured and calc.
{ star positiors.
SUB Fill_y<Fid(#),Kk,C(#),Dely(*), Isum)
OPTION BRSZ 1
DIM Xx:12),ccosires(3)

[]

DISP "Filly
1

Idim=lsum+ k%2
REDIM Dely(ldin>
IF Kk=3 THzZM SLBEXIY
|
FOR K=l TO ¥k
FOR (=1 TO 3

CosinescldsF1d(K,I> | Get direction cosines for this star.
NEXT I
CALL Phoz2¢nCCosines(#),C(#), Xx(1),Xx(2)> | Compute (x,y).

FOR [=1 TO 2
Isumslzum+i
Dely(lsumd=F1d(K,3+])-Xx(I) ! Compute deviations trom measured (x,y).
NEXT I
NEXT K
]

REDIM dely(lsusd
!

DISP
SUBEND

>

-u—.

e R



Gauss

Gauss generates and adds pseudo-Gaussion noise to a variable. The
method is to add together 12 random numbers between 0 and 1 and subtract
6. This yields a number from a pseudo-Gaussion distribution with a mean
of 0 and a standard deviation of one. Obviously, this distribution will
be truncated at +6 sigma. This number is then scaled by the standard
deviation and added to the mean value (both required as input) and the

[

result returned to the calling program.
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6489
6490
63500
6510
63528
€330
6540
€350
6560
6578
6580
6398
6600

! This sabrovtine adds Gaussian noise to a variable,

SUB Gauss(3ig,rean,Var)
]

R=0
|
FOR I=( TO j2
R=R+RND
NEXT I
}

Var=Sig*¥(R-~€)+Fean
!

SUBEND

! Scale the noise by sigma and add to mean.
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Kalman

kalman performs the Kalman filter calculations outlined in Section
4 of the Final Report. The integrated and calculated states and
corresponding covariance matrices are passed to Kalman. Currently,
we also provide the true state for comparison. The integrated state is
replaced by the optimal state on return and the integrated covariance

matrix is replaced by the updated matrix.
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12100 1
12110 |
12120 |
12130
12140 SUB Kalman(dkt (#),Xki (%) ,Pk(#),Xkb(#) ,Lam(%))

12150 OPTION BRSZ |

12160 DIM Xk 17),larr(?)

12170 DIM $17,7)>,82¢(7,7?)

12180 DIM Kal(?7,?.,Dev(?>

121960 ! ’

12200 DISP "Kalman"

12210 Ui=16

12220 U2=0

12230 ! -

12240 PRINT USINI "“rsk%3*" Kalman Filter State Estimation”

12250 !

12260 MAT S1:2TRN(Fk) !

12270 MAT Pk:=St+3% ! Ensure symmetric Pk.

12280 MAT Pk:=(,5>+Pk §

12290 !

12300 FOR I=5 7O ¢

12310 Xkb(I=Xci(I) I Fill measurement vector with bias values.
12320 NEXT I

12330 !

12340 MAT Sis=Lamefk ! Add obs. cov., matrix to integrated cov. matrix.
12350 !

12360 MAT S2:TRN(S1) !

12378 MART S1:=S1+32 ! Ensure symmetric matrix.

12380 MAT S1=(,5>»51 |

12390 )

12400 MAT S2:=INV(ST)

12430 |

12420 MRT S1:3=TRN(%2) !

12430 MAT S2:S1+32 | Ensure symmetric matrix.

12448 MAYT S2:(.5)+S2 {

12450 !

12460 MAT Kal=Pk#$2 ! Compute Kalman gain matrix.

12470 ! >
12480 MAT Devw=Xko-Xki ! Deviations betueen states--(Obser.-integ. state’,
12490 { ﬂ

Kaiman computes the optimal state estimate at each time,

T. Surikserdi.........28 May 1981,

12500 MAT CorrsKal*Dev! Correction vector. "
12510 MAT Xk=XkitCorr ! Calc. optimal state.

12520 MAT St=Kal#pk ! Cale. updated covariance matrix.
12830 MAT PksPk-31

12540 o

123550 MAT S1:3TRN(FK) !

12560 MAT Pk=Pk+31 ! Ensure symmetric matrix,
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123570
12580
12590
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MAT Pk={(.3)+Pk !
¢
PRINT USIN3 "“sk"3" State Vectors

Difference: "

12600

(B-T)

12610
12620
12630

PRINT USINI "K“3* True Integ. Proc. B Opt. Est. CI-1>
0-T
!
FOR I=\ TO ¢
PRINT USING Form2;XktC(I) XkiCI),XkbC(I>,Xk(I)>,XkiCI>)-Xkt(I>,Xkb(I-Xkt(I)

Xk C1D=Xkt (1)

12640
12650
12668
12670
12680
12690
12700
1271@
12720
12?730
12740
12730
12760
12770
12780
12799
12800

NEXT 1
!

REDIM Xk<(4)
Norm=SRR(DIT(Xk,Xk))
PRINT USINS Formi;"Norm of optimal estimate - 1:",Norm-1
MAT Xk=Xk/CMors) | Normalize the optimal estimate.
REDIM Xk<(?)

! .
MAT Xki=Xk ! Set state = optimal state...This is the starting

| estimate for the next frame.

|
Forml: [MAGZ ~/K»,MD.DDPDDDDDD~/
Form2: [MAGZ 7(MD,DDDE,X)
Form3: (MAG:Z 7<FD.DDDE,X>~/

!

DIsSP
SUBEND
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Least

Least solves the least-squares problem for differential corrections

to the Euler parameters. Formally, the solution is:
a8 = (ATwA)" AT wax

where W is a weight matrix, A is a matrix containing partial derivatives
of image coordinates with respect to Euler parameters, and AX is a
vector of differences between measured and calculated coordinates.
However, we have adopted a diagonal weight matrix and thus absorb the

weights into A and AX (in the calling program). Therefore, we write
a8 = (ATA)"? AT ax,
the form used in this subroutine.

The covariance-like result (ATA)'1 is returned to the calling

program along with the corrections, AR.

i
d
]
.
|
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7610
7629
7630
7640
7650
7660
7670
7688
7690
7’700
7’718
7726
7?30
7740
7750
7760

! This routine computes (C(ALiransposel # Ad[inversel) * Altransposel * Dy
! wher? Dy is the vector of deviations.
SUB Least(3¢#),Dx(*),Cou(#*),DyC*),Idim,Jdim)
OPTION BRS:Z 1
DIM T1{Jdin,Jdim),T2¢Jdim),Av<Idim, Idim)
|

DlsP "Lcast'
!
MAT Av:=TRNCFA)
MAT Ti=At#*3
MAT Cowv=INV(T1) | Cov = (R{transposel # A Y[inversel.
MAT T2:=AtL*#Dy
MAT Dx=Cov*12
)
DlsP
SUBEND
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Least-1

This subroutine performs an iterative least-squares correction
using coordinate data from one field of view. The current values of
BVN are passed to Least-1, along with the rotation matrix AV or BV and
the matrix containing direction cosines and measured image coordinates for
paired stars for that field of view. The corrected Euler parameters are
returned along with the covariance matrix result from the least-squares
correction.

The method employed is to first call Dircosb to compute the
rotation matrix VN and its partial derivatives. Fill-y then computes
the differences between measured énd calculated image coordinates.
Pre-mult converts partial derivatives of VN to derivatives of AN or BN by
multiplying by AV or BV, respectively. Dxdbeta uses these partials to
compute the partials of image coordinates with respect to Euler parameters,
Byn: The last row of the derivative matrix is filled with the constraint
equation.

Finally, subroutine Least is called to compute corrections to Bun:

If these are small enough we return to the calling program. Otherwise,

we iterate again, up to a limit of six times.
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11480 SUB Least _1¢Burd#),Auv(*),F1d(*),Kmax,H,Cov(#*),Converge’
114908 OPTION BASZ 1
11508 DIM Saweb(4:,B=s(4), Dun1(3 3>,Dvun2¢(3,3),Dun3(3,3>,Dund(3,3),AN(3,3>,¥vn(3,3)>
11516 DIM Delx(4>,Dely(11)>,AC(11,4)
!

11520 !

11530 MAT Saveb=Bun | Save the original values of Euler parameters.
11540 !

11558 PRINT WUSINS "/K";" Least-Squares Correction For One FOV"

11560 FOR It=1 TJ 6 _

11570 CALL Dir:zasb(Bun(#),¥Yn(#),1,0uni(%),Dun2(*),Dun3(*)>,Dund(*))

11589 MAT RAn=Rs*Vn

11599 lesum=0

116008 REDIIM Dely(Knax#*2)

11610 CALL Fill_yd(Fld(*¥>,Kmax,An(%), Dely(*) Isum>

11620 Sql—oQR(DUT(Ier,Dely)/(Kmax*z))

11630 PRINT USIMG "/,K,D.DDDDE";"RMS error for normalized image coordin:stesi”,
Sgtl

11640 !

11650 REDIM A(<max¥2+1,4),Dely(2*¥Kmax+1)

11660 CALL Pre mult(ﬂv(*) Duni(#),Dun2(*)>,Dun3(*3,Dund(*))

11670 CARLL Dxdaeta(F\d(*) AC*), Kmax ANC%¥) ,Dunt (#)>, Dun2(*>,Dun3(*>,Dund )

— Gmss oess wam SN P N @GR e

11680 !
11690 FOR [=1 TO 4
11700 R(2*Kmax+1, I)=2*xW*Bun(l) ! Constraint equation.
{ 11?710 NEXT 1
117209 !
11730 Dely (2#Knax+1)=W*(1-DOT<(Bvn,Bunl>
11740 !
1175e CALL Least(AC#),Delx(*),Covi*),Dely(*) ,Kmax*2+1,4)
11760 !
11770 MAT 3s=B.n
r 117808 PRINT USIMG "~/,K";" Betacold) Beta(new) Delta(Beta’>"
11790 FOR =1 TO 4 ]
11800 Bund(I)=kun(I>+Delx(I) ]
11810 PRINT JSING "X3<(MD.DDDDDDD,XXXX>";Bs(1),Bun{l),Delx(I)>

11820 NEXT I
11830 Dev=30R(DUT(Ielx,Delx>74)
11840 PRINT USING "/,K,D.DDDDE"; "RMS change in Euler parameters: ",Dev

11850 !

11860 IF Diev<1Z-6 THEN Morestars ! Small corrections,..exit loop.

11870 NEXT I-

11880 !

11890 Nosoln: PRIMT "sx%#%% LEAST-SQGUARES FOR ONE FOV DID NOT CONVERGE **x#xx"
11900 Convarge=( ! Failure of least-squares.

11910 MAT 3un=3avet | Replace Euler parameters with original values.

11920 MAT Lov=2ER
11930 PRINT USIMG Formi; "Number of iterations:",It-1,Converge




11940 SUBEXIT

1193506 !
11968 Morestars: (onierge=i
11970 MAT Cov=lava(Sql#Sql) I Compute cov. matrix...mult, by sigma¥#z,

11980 PRINT USIMG Forml;"Number of iterations:",It,Converge
11990 Formi: IMAZE K,X,DD,XXX, "Converge=",D

12000 !

12010 SUBEND
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Least-2

Least-2 updates the Euler parameters BVN and BBA via least-squares
differential correction, using between 3 and 5 matched stars from each
FOV. Both BVN and BBA should initially be very near their final
corrected values (BVN has been corrected by Pair-It and BBA does not
vary rapidly); thus the least-squares requires only 2 or 3 iterations
to converge. Since this also means the derivatives do not vary substan-
tially between iterations, we can use the secant method (subroutine
Secant) to update the matrix of partial derivatives used in the
least-squares.

As input we pass the current values of BVN and BBA and the arrays
containing the direction cosines and measured coordinates for up to 5
stars per FOV. We return the updated Euler parameters BVN and BBA and
the 4 x 4 covariance matrix associated with Byn- For each Teast-squares
iteration we compute the differences between measured and calculated
images for corresponding stars and the change in these differences
compared with the previous iteration (to be used by Secant;. On the
first iteration we calculate the exact derivatives of image coordinates

with respect to both BuN and Baa (via calls to Dircosb, Mat-av,

Pre-mult, Post-mult and Dxdbeta - see Appendix 7). The last several

rows of the derivative matrix are filled with the constraint equations,
one for each set of Euler parameters (multiplied by an appropriate
weight) Bgps See Section 3 and Appendix 7). A call to Least returns
corrections to all eight Euler parameters; if these are small we return,

otherwise we iterate again, using Secant to update derivatives.




146 -

(2222222222 RS2 RAARSARRS AR X222 i sty d

» *
* LEAST -2 *
» *

BEBRBRUERRREERCERRRFRREFRRFRRBRRREFRRREERRRERTRRREERREERRRERERE

15180 SUB Least_2(Bvr (#),Bbal#),Ka,Fidac¢#),Kb,Fldb(#*),W,Couv8(#*))
15190 OPTION BRASEI 1

15200 DIM AC26,8)>,Dely(26),Ddy(26>,At1(190,4>,At2(10,4),De1x(8),Bbasave(q)
15210 DIM AnI{3,3),Bn(3,3)>

15220 DIM AV I3,3),Dav1(3,3>,Dav2(3,3>,Dav3(3,3>,Davd(3,3>

15230 DIM Bal3,3>,Dbz1(3,3>,Dba2(3,3),Dba3(3,3)>,Dbad(3,3>

15249 DIM ¥ni3,3>,Dur1¢3,3)>,Ddvn2¢(3,3>,Dun3¢(3,3>,Dund(3,3)

15250 !

152608 PRINT UJSING "/,K"3" Least-Squares Correction For Two FOVY"
15270 PRINT USINS "/,K,D,K,D,K"}"“Correct orientation using ",Ka," stars from FOV
(RY and “,Kb," stars from FOV(BY."

15280 Sqts=1i:40

15290 Kaz2=KatKa

15300 Kb2=Kb+Kb | Set up some constants and dimensions.
15310 Kk=Ka2+Kb2

15320 lpasse:=1}

15330 Jdim=8

15340 ldim=Ka2+Ko:+2+4

15350 {

15360 REDIM A(Idim,Jcimd,Ddy(Ildim>

15370 MAT Dely=2:F

15380 MAT A=2ER

153906 MAT Cow8=2:Fk ! Initialize some matrices.

15400 MAT Bbasavz=Bbe ! Save Euler parameters in case of failure.
15410 !

15420 !

15430 FOR I[t=1 70 4
15440 Exact: 1

15450 I:um=2

15460 CRLL Dirccsb(Bun(*),¥Yn(*),Ipass2,Duni(*>,Dun2(*>,Dund(*),Dund (%))
15470 CALL Dirccsb(Bbac#),Ba(*),lpass2,Dbal(*),Dba2(*),Dba3(*)>,Dbad4(%)>
15480 CALL Yat_zu(Ba(#),Dbal(#),Dba2(#*),Dba3(#)>,Dbad4(*),Av(*),Ipass2,Davi(*
dyDav2(#) ,Dav3(*),Davd(®))

15490 MAT AanfAuiyn

15580 MAT Ba=:Ba*fAn

15510 REDIM Dcy(Kk)>,Dely(Kk)

15520 MAT lidy=Dely

13530 CALL “ill_y(Fldal(®),Ka,An(*),Dely(*),Isum> | Deviations Vor FOV(R).
135540 CALL “il1_y(F1db(#),Kb,Bn(#)>,Dely(*),Isum> ! Deviations for FOV(B).
15550 MAT Diy=Dcy-Dely

15560 St =Sk (DLT(Dely,Delyd/Kk>

15570 PRINT USING "/,K,X,D.DDDDE"; "RMS error in normalized image coordinate
s ";Sqt

15580 IF €qt<Sqts THEN Decreasing

155990 Ipass2=1 ! Flag to compute exact derivs. because the

15600 Sqt=1E40 | image error i3 increasing.

15610 GOT) Exact




15620
15630
15640
15650
15668
15670
15680
15690
15700
157180
15720
15730
15740
15750
15760
15770
15780
15790
15800
15810
15820
15830
15840
15858
15860
15870
15880
15890
15900
15910
15920
15930
15940
15950
15960
15970
15980
15990
16000
16010
16020
16030
16040
16050
16060
16070
16080
16090
16100
16119
16120
16130
16149
16159
16169

167 -

Decreasing: ! Come here is solution is converging.

Sqts=3qt
REDIM ldy<Idim)
IF lpass2=2 THEN Secant_method
Ipass2=2 |
! Compute partial derive. of (x,y) for FOV(A),
CALL 2re_nultCRUCH),Bunl(#),Dun2(#),Dun3C#),Dund (%))
CHLL 2cst mult(Vn(*) Davl(*) Dau2(*) Dav3(*) Davd(*))
CALL D>dbtta(Flda(*) AtiC*), Ka,ﬁn(*) Duni(#),Dun2¢%), Itun3{*) , DL nd (%))
CRLL D>dbetadFlda(#),At2(#),Ka,An(*),Davi(*),Dav2(#),Dav3(*),Dzuvd(*))
)
FOR 121 TC 4
FOR k=1 TO Ka2
R(K, I>)=ARt1(K, 1> P Fill A(*) with FOV(A) derivatives,
ACK, 1+440=AL2¢K, I
NEXT K )
NEXT I
]
! Compute partial derivs. of (x,y) for FOV(B).
CALL 2re_nult(Ba(#),Duni(#),Dun2(*>,Bun3(#),Dund (%))
CALL 2cst_mult(An(*),Dbal(#),Dba2(#>,Dbal3(*),Dbad(*))
CALL °>re nult(Ba(*) Daul(*) Dav2(§) Dav3(*) Dau4\*))
MAT D>at=Ibai+Davl
MAT Doa2=Iba2+Dav2
MAT D>a3=Iba3+Dav3
MAT Doad4=Ibad+Davd
CRLL D[xdbetadFldb(*),At1 (%> ,Kb,Bn(#),Duni(*),Dun2(*),Dun3(*), D .nd(*))
CALL Drdbeta(F1db(#*)>,Rt2¢(*),Kb,Bn(*),Dbal(*),Dba2(#),Dbal3(*),Itad(+*))
1
FOR I=21 TC 4
FOR k=1 TO Kb2
R(Ka2+K, IY=Rt1CK, I) I Fill A(#*) with FOV(B) derivatives.
ACka2+K, 1+4>=At2(K, I)
NEXT K
NEXT I
'
GNTO _e

Secant _metrod: !

Lsq:

CALL 3Secart(AC(*),Delx(#*)>,Ddy(*),Idim,Jdim)
!

REDIM Dely (Idim)
'

FOR 1=1 TC 4

ACK¢+1, [)=BunCld*W*2 ! Constraint eq. for Bun,
A(K<+1,4+1)>=0
AC(K<+2,4+]1)>=Bba(l)#l*2 ! Constraint eq. for Bba.
A(K¢+2, 1>=0

NIEXT 1
!

DelyC<k +1)=W#(1=-DOT(Bun,Bund) ! More constraint eq.

"

Dely(<k+2)=W#(1-DOT(Bba,Bbad> | * “
MAT D3iys=Dely
]

CALL _cast(AC#),Delx(#>,CouB(#),Delyc*), Idim,Jdim
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16178 !
16180 PRINT USIMG "/ ,K/K"3; " Euler parameters and corrections:",*” B
(V-N> delta~-B(vy-N> B(B-R) delta~B(B-A)"
16190 !
16200 FOR 1=) TC 4
16210 BunC))=Eun(l>+Delx(I)
16220 Bbacli=Ebacl)+Delx(4+1)
16230 PRINY USING "4<(MD,DDDDDDD,XX>“;BunCI>;DelIx(I)>,Bbacl):Pelx(4+]1)
162490 NEXT 1
16230 t
16260 Dey=SIFC(DCT(Delx, Delx)/8)
16270 PRINT USIMNG "7,K,X,D.DDDDE"; "RMS change in Euler parameters:";Dev
16280 I Dev<1E-? THEN Covariance
16290 NEXT It
16300 GOTO Two _failed
16310 {
16320 Covariance: !
16330 PRINT * (End of least-squares for two FOV)"
16340 MRT CouBa2(ovE#(Sqt~2) IMult,. (Rltransposel*Ad{inverse} by sigma~z.

16356 ! PRINT USING "8(MD.DDE,X)/";Cov8(#)

16368  SUBEXIT

16370 Two_failed: ! j
16380  PRINT *=>->=3-,->-> LERST~2 FAILED <(~<-¢-<=<(=<-¢-" ]
16390 ! i
16400  SUBENWD

L I s ety , o
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Mata

This subroutine computes part of the right hand side of kinematic
differential equations governing Euler parameters. For input data Mata
requires the current Euler parameters, BVN’ the rate gyro data and the
rotation matrix VG to rotate the gyro rates from the gyro to vehicle

frame. We can express the differential equations as

"

(wlB
(Blw

{8}

(see Section 4 and Appendix 8 of the Final Report for details); Mata
fills matrices [w] and [B]. These two forms &re also needed for

integrating the matrix Riccati equation for covariance propagation.

i
I
1
I
I
1
1
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12890 SUB Ma.adF,W(#) ,XK(%),A11(%),A12(*))
12900 OPTION BAS: |

12910 COM vgi3,3)

12928 DIM AL12p(4,3),hv(3)

12930 |
129408 MAT WvisVged ! Rotate gyro rates into V frame.
12950 MAY WusWu#(,.S) I Divide by 2 now instead of later.

12960 Ul=Wv(l)D
12970 U2=HV (2D
12980 W3sWuv(3)

12990 !

130080 ! Calc. matrix R11=D((BO,B1,B2,B3>D0T>/D(BB,B1,B2,B3>
13010 ! where BO,B1,B2,B3 are Euler parameters.
13020 !

13030 A11C¢1, 1>=0
13040 A11C1,2)== 4}
13050 R11C1,3)=-43
13060 A11C1,4)==d43
13070 '
13080 A11¢2, L)=uWl
13898 R11(2,2>=0
13100 A11¢2,3>=U3
13110 A11(2,4)== 4z
13120 '
13130 A11¢3, 1>=W2
13140 A11(3,2>=-43
13150 A11¢3,3)=0
13160 A11¢3,>=Wl
13170 { ‘
13180 A11(4, 1>=W3 ;
13190 A11(4,2)=W2 ‘
13200 A11C4,3)=-4)

13210 A11(4,4>=0

13220 !

13230 IF F=0 THENY SUEEXIT

13240 \

13250 ! Calc. matrix R12 = -D((B®,B1,B2,B3)DOT) /DN, H2,H3)

13260 ' = D((B®,B1,B2,B3>DOT>/D(b1,b2,b3)

13270 ! ;
13280 BOsX(1)>#,.S ;
13290 Bi=X(2>%.S
13300 B2=X(3>+#.S : :
13310 B3sX(4>#,5 x
13320 ' ‘

13330 A12p<1,1)=B1 )
13340 A12p(1,2)=B2 ‘ ,
13350 A12p(1,3>=8%




13360
13370
13380
13390
13400
13410
13420
13430
13440
134350
13460
13470
13480
13498
13300
13510

i

A12pC2,1)=-10@

A12pC2,2)=8%

A12pC2,3)=-b2
[ ]

A12p(3, 1) -3
A12p(3,2)=-10
R12p(3,3)=81

]

A12pC4, 1) =82

A12pC4,2) -1

R12pC4,3)e-10
[]

MAT A12eA12peve
|
SUBEND

151 -

asal it siactitin

t Multiply by rotation matrix.
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Mat-av

i b A 4

This subroutine calculates the rotation matrix, AV, between the

vehicle and star tracker (A) frame. The matrix, BA, between star
tracker frames is required for input. If selected, the partial deriva-

tives of AV with respect to elements of BA are calculated. (See

Appendix 7 for details).
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18220 SUB Ma:_av(kacCx),Dba0d(#*),Dbal(#),Dba2¢{#),Dba3(#*),Av(*),Der,Pavd(s),Tavi(*)
y Dav2(#),Davi(#)>
106230 OPTION BRS: 1
10240 DIM T1:3,3)>,T2¢3,3)>,73¢(3,3),T74(3,3
f

10250 !

10260 DISP "Mar_av"

10270 ! i
10280 Di=1/SHR(2+:%B2.(3,3)) | Two useful factors.

10290 D2=1/SRAR(2-2#B3(3,3))

10300 . !

183190 Rv(l,1>=Ba(i,1)+D1 ! Compute matrix AY from BAR.

18320 Av(2,11’=Ba(,2>#D1

10330 Av(3,11=,5-]1

10340 t

19350 RAv(1,2)=Ba(%,1>%D2

190360 Av(2,2)=Ba(%,2)%D2

10370 Av(3,2'=-,35,D2

10380 '

10390 RAV(1,3)=-2%ka(Z,2>*D1#D2

19400 RAV(2,3)=2+#Ba(3,1)>#D1+D2

10419 Av(3,3>=0

10420 !

10430 DISP

10440 !

10459 IF Der<>1 THEH SUBEXIT | Leave SUB {f we don’t need partials.,
104680 !

10470 DISP “Matr_av"

19480 !

10498 MAT T1:=2ER ! Compute dC(AY(*)>)/d(BA(3,1)).

10300 T1(1,1>=D1

185108 T1(1,2>=D2

10520 T1(2,3>=2»D)*Dz

18330 !

10548 MAT T2:2ER ! Compute d(AV(*#)),d(BAC3,2)).

10530 T2¢2,1>=Ti(}, 1)

18360 T2(2,2'=T1(}1,2)

10870 T2¢1,3=-T1¢(2,3)

10580 !

10590 T3(1,1)=~R,01,1)>#D1#D} ! Compute d(AV(#)>>,d(BRAC(3,3)). §
10600 T3(2,1'=~-Ay(2,1)>#D1sD1 ¥
10618 T3¢3,1)=,5xN1

10628 T3(1,2'=Rv(],2>%#D2*D2 ]
18630 T3(2,2)=Ry(&,2>#D24D2 .
10640 T73(3,2>=D2».3

10630 T=sBa(3,3)#3+(D1#D2)~3

10660 T3(1,3)=~Ba(3,2)+T

10670 T3(2,3'sBa(il, 1)+7

| 1
I
i1
|




10680
10690
10700
10710
10720
10730
10740
10750
10760
10770
18780
10790
10800
10810
10820
10830
19840
10850
10860
; 10870
: 10880
! 10650
‘ 10900
! 18910
i 10920
' 10930
: 18940

18930

T3(¢3

MAT
MAT
HMAT
MAT
MRT

MAT
MAT
MAT
MRT
MAT

MAT
MAT
MAT
MAT
MAT

MAT
MAT
MAT
MAT
MAT

bIsp
SUBE

,3120
[}

DavB=T1+(Dtad(3,1))
T4T2#(Iiba€(3,2))
Davo=Davd+T4
T4=T3#(lIiba€(3,3))
Dav0=Davd+14

\
DavisTi+(Dtal(3,1>)
T4:3T2#(lbal1¢(3,2)»)
Davi1=Davi+14
T4:=T3%#(Nibal1¢3,37)
Davi=Davi+T4

|
Dav2=T1+(Dta2¢(3,1»
T4:2T2%x(lbac (3,23
Dav2=Dave+T14
T4:=T3#(ibaz (3,33
Dav2sDav2+T4

'
Daw3=T1»(Dta3(3,1)>>
T4:T2%(ibal(3,2))
Da3=D3u3+14
T4::T3#(Pbaz(3,3))
Dav3=Dav3+14

}

ND

154

Compute d(RV(#)>)>/d(Bba(1)).

Compute dC(AV(*))/d(Bbal2)).

Compute d(RV(%))/d(Bba(3)>,.

Compute d(AY(*))/d(Bbac4)).

P PNV SN
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Orbit

We use Herrick's "f and g" solution for a two body case (see
Reference 6) to update the satellite and earth position and velocities.

For either the satellite or earth we set:
1
ro = (ro * ro) /2 (XosYosZo) = initial position

1
+ Y5+ 25) /2

n
—
><
on

1 . L] 1
Vo « Vo) /2 - (ro » ro) T2 (Ry,¥0,20) = initial velocity

n
L
|z
=]

[ ] o 1
= (R3+ 93433 /2

Do =re Vo

Xoio + Yo?o + ZoZo

1/a = 2/ry - vi/u

u=GM

to = initial time
In the current version of this program we have set both orbits to be
circular. The inclinations of the earth orbit is 23.5° and the satellite
orbit is 70°.

To obtain the position and velocity of either body at some later

time, t, we solve the following equation for M Ry Newton's method:
ul/z(t - to)a /2 =M=~ (1 -re/a)sin M + Do(1 - cos M)(ua)l/2
using the initial estimate:
M= ullz(t - to)a"alz.

Then, the position (X,Y,Z) at time t is:

PRt
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X Xo Xo
1 Y} =f (Yop+ g{Vo
z Lo o
where
f=1-a(l - cos M)/ro

(t - to) - a3/2(M - sin Mu"t/, .

(=]
]

Also, the velocity (X,Y,Z) at time t is:
X Xo io
YY = F {Yo}+ ) Yo
yA Lo 20
1/
where r = (X2 + Y2 +22) /2
1
f = -(ua) /2 gip M/rro

1 - a(l - cos M)/r.

De
n

- PPy e e et -
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16490 ! This sub~cutine computes the orbital position and velocity using

16500 ! Herrick’s F &nd G solution. (See¢ J.L.Junkins Text)
16510 !

] 16520 SUB Orbit{(T,P(¥),V(%), POC(*),V0(*)>,T0,U,A,D0,RO>

16530 OPTION BASZ 1

16540 DIM P113),22(3)

16550 !

16568 X=1{-RO-A

16570 Y=DO/SRRC(UXFI)

16580 Rho=SQRC(UD %« T-TI)>/SAR(A*A*A)

16590 Phi=Rh»

16600 Dphi=14

16610 !

16620 FOR I=1 T0O 10 ! Find Phi by Newton’s method.

16630 Cphi=CNS(P1i)

16640 Sphi=SIN(P1i>

16659 IF RABS (Dphi:<1E-5 THEN Got_it

16660 Rhoc=Fhi-X*&phi+Y*#(1-Cphi)

16678 Drdp=1-X*#Cohi+Y*Sphi

16680 Dphi=(Rho-hoc)/Drdp

16698 Phi=Phi+Dpni

16780 NEXT 1

16710 !

16720 PRINT ‘'s##%*2%%x#x HELP ###¥x#xass ORBIT DID NOT FIND PHI ttirtiritriee i
16730 !

16746 Got it ! Newton’s method worked.

16750 F=1-R*.1-Cohi)> RO

16760 G=2T-~-TO-R*SIAIFCA/UI%(Phi-Sphi)

16770 MAT F1:=(F)*FD |

16780 MAT P2:=¢(G>*\'0 ! Update position.
16796 MAT P=P1+P2 !

16800 1

16810 R=SQRCIOTC>,P)) 3
16820 Fd=-SQRCU*3. #Sxhi/(R*R0O)

16830 Gd=1-R¢(1-Zphid/R

168468 MART Pl:=(Fd)+PO !

168508 MAT P2:(Gd>»VO ! Update velocity.
16862 MAT v=P1+pP2 !

16870 !

16868 SUBEND

it

‘
H
¢
¢
.
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The task of Pair-it is to identify measured stars with specific
catalog stars. We do this in two ways. The first method compares the
cosine of the interstar angle between measured star pairs with the
cosine of interstar angles of catalog star pairs. If there is a match
we perform a least-squares correction (by calling Least-1) to refine the
attitude estimate.

The second method to match stars uses the improved attitude esti-
mate to mathematically project all the sub-catalog stars onto the focal
plane and then compare each position with measured stars. We require at
least three matches to confirm the attitude found by least-squares. The
direction cosines and measured coordinates for each confirmed star image
(up to 5 stars) are stored in an array and returned to the calling
program for later processing.

The confirmation tests discussed above require an error tolerance
between projected and measured stars in order to accept or reject a
specific catalog star. The technique we use is discussed below. We
first calculate, for one star of the initial matched pair, the angular
size of twice the estimated one-sigma error (10% pixel) as seen from

the midpoint between images and perpendicular to the line connecting the

two stars. Then, for stars more distant than one-half the pair separation,

we scale the angle by the distance from the midpoint in order to get the
tolerance for each star. For nearer stars we simply use the estimated
two-sigma image error. This technique helps to account for rotation
errors due to displacements of one or both stars of the initial pair,

normal to the separation vector. (See Figure A10.3).

G G oW e

i




let: tan e =~ ¢ = 20/p

where p = one-half of separation between the initial matched pair,

and o = estimated error (1-sigma) in position of star centroid.
Then: 2¢' = ¢p' (for p' > o)
26" = 20 (for p" < p)

where p' and p" are distances from midpoint (xc,yc) between

stars of initial pair.

Figure A10.3: Calculation of error tolerance values to

be used for matching measured and calculated

star images.
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4620 | Pair_it osairs stars from the catalog and stars from Proc. R to fird
4638 ! the orieatation of the vehicle.

4640 SUB Palr_it(SHCRT Fouc(#),REAL Nfovc,Foum(*),Nfoum,Bun(#),Av(*),Tol,Sigxy,
F1,W,F1d(#),Kmax)

4658 OPTION BRS:Z 1

46686 DIM vni3,3>,An(3,3),5b(4)>

4670 DIM Xx12>,Dist(5)>,L(3),Cov(4,4>,T(3,3>

4680 SHORT Losm(<«3) ,Epsp(4S)

4698 INTEGER Ind»(4%,2)

4700 RAD
4710 !
4720 MAT Sb:Bun ! Save original values of Euler parameters.

4738 Cosmax:2C0SC(FI~/180)
4749 Cosmin=COS(}1#F1-188)

4759 L=}
4760 !
4778 Mm=Nfoum+Nfoum-1 I Maximum sum of indices for measured stars.

4780 PRINT USING "/,K";"Table of Cos(Theta) for Measured Stars.”
4790 PRINT USINS Form2

4800 Form2: [MAGZ " Star Star Cos(Theta)"

4810 !

4820 FOR M=3 TO Mm ! Loop over all possible sums of indices for
4830 Ji=(1M-1) ¢ ! measured stars,

4840 FOR J=1 TGO J1 ! Loop over all pairs whose indices sum to M,
48%0 K=1-J

4860 IF K>Nfovm THEN GOTO Nextj

4870 CousmcLi:sFcum(J,3)#Foum(K,3)*#(FoumCJ, 1) %¥Foum(K, 1)+Foum(J,2)#Foun<K, 2>+
1)

4380 IF CosncL1)>Cosmax THEN GOTO Hext j

4890 PRIHT JSING Formi;J3;K;CosmClLi)

4909 Forml: [MAG:Z 2X,DDD,2X,DDD,3X,D.DDDDDD

4910 Indx<(L1,15=J

4920 Indx<L1,2>=K

4930 Li=L1+1

49490 Nextj: HEXT [
4950 MEXT M

4960 Imax2L1-1 ¢ Total number in list,
4970 ) !
4980 Mm=Nfouc+Nfouc~1 ! Maximum sum of indices for catalog stars.

4990 PRINT USINI "/ ,K";"Begin Pairing Catalog Stars and Comparing To Measzured P

airs."
5009 PRINT USINI "/k,X,DDD"; "Number of stars from catalog!",Nfovc

S010 PRINT USINL Form2

5020 !
3630 FOR =3 TO Mn ! Loop over all possible sums of indices of
5S040 J1=(M~1:,2 | cataltog stars.

et
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Ses5e
5068
Seve
Sese
S098
5100
5110
3120
5130
5140
S150
5168
5170
Si8e
5190
5200
5210
5228
S238
S240
5250
L
5260
5270
5280
52990
53032
5318
5320
5330
S$340
S350
5368
S370
5380
5390
S400
S410
3420
S430
S440
54350
o460
5470
S480
3490
Ssee
S5S51@
SS2e
SS538
5540
S350
SSe6@
SS7e
3580

FOR Jj=1 TC J1 ! Loop over all pairs whose indices sum to M.
KsM-J:
{F K>Hfovc THEN GOTO Nextjj
Lost =l
FOR .=t T0 3
Cost=Ccst+Fouvc(Jj,L)*Fovc(K,L) ! Compute dot product,.
NEXT L.
PRINT USING Formi;Jj;K;Cost 1
I[F Costd>Cosmax THEN GOTO MNextjj
(F Coet{Cosmin THEN GOTO Nextjj
FOR Ii=1 TO Imax
IF ABS(Cost-Cosm(li>)<Tol THEN Match | Test for match.
Nextii: JEXT Ii
Nextjj! NEXT Jj
NEXT M !
1
Failed: PRINT "#%#x#%%x%%% NO PAIR MATCH FOUND FOR THIS FOYV #%%xxxxr%%xxx" i
Kmax=@
SUBEXIT
!
Match? PRINT LSING "7,K";">>>>> Catalog Pair Matched with Me¢asured Pair <
Kmax=2
Imi==IncxCli,1)
Im2=IncxCli,2)
lcl1=Jj
Ic2=K
IF Foun(lml,4)<Fovum(lmz,4) THEN Okm ! Test magnitude order,
ls=Int
Imi=Im2 ! Switch magnitude. |
In2=1s ]
Okm: IF Fovc(Icl,4)<{Fovc{Ic2,4> THEN Okc | Test magnitude order, !
Is=Ici ;
Ict=1c2 ! Switch magnitude. ;
Ic¢2=1s i
Okc: PRINT JSINC "/K";"Measured pair:" '

PRINT JSINC Form2
PRINT JGINC Formt;Imi;Im2;Cosm(Ii)>
!
! Conpute separation of pair/2.
!
Rho12=530RC((Foun(Iml, 1>-Foum(Imn2,1)>422+C(Foum(Iml,2)-Foum(Im2,2>>~2>~ &
|
! Conpute angular extent of 2%sigma error,
!
Eps=2+3igx, - (F1#Rho12)
Xcent= FountImi,1)+Foum(Im2,1)>,2 ! Compute average position,
Ycent= FouncIml,2)+Foum(Ina,2>)>-2

[ O

!
Fidd{1, 1>=Fouvc(Icl, 1)
Fld<1,:2)=Fouvec(lct,2) .
F1d(1,3>=FaucClcl,3) g
Fild(l,4)=F>umCIml, 1)
Fld(1,5)=FoumCImt, 2> | q
F1d<2, L)sFouc(lc2,1) ! F111 array with data for paired stars,
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$590 F1d(2,:2>=F>uvc(lc2,2) |
$600 F1d(<2,3)=Fouwc(Ic2,3)
56108 F1d¢2,H)=FoemIm2, 1)
5628 F1d<2,5)sFovm{Im2,2)
!

5630 i
3640 ! Pe~forn least-squares differential correction. :
3650 |

8660 CHALL Least _1(Bun(#),Au(%)>,Fid(*),Kmax,H,Couv(#*),Converge)

5670 IF Converger=0 THEN Nextii I Try another pair--this one didn’t work.

5680 !

5698 ! Search for confirming stars.

5700 !

5710 CALL Dircosbi(Bund(#) ,Vn(#),0,TC(*)>, T(x),TC(x),T(*))

5720 MAT An=zAvEdn

5730 Kmaxs=Kmax

5740 Kmax=0

5750 MAT Fl4=2ER ’ }

5760 PRINT USINSG "7,K"3" Test For Additional Stars®

770 PRINT USINS "K"j;"x(calc) x(meas) ydlcalc) yd(meas) Dx Dy " :
5780 ! .1
5790 FOR J=1 TO Hfoum »
5800 ! Lompite nmaximum deviation allowed for each measured star. i
5810 Rho=3QR((Foun(J,1)-Xcent)~2+(Fovm(J,2)-Ycent)~2)

35820 EpspJ>=1AiX(Eps*Rho,2%#SigxysF1)

$830 MNEXT .

S840 !

8858 FOR W=1 TO Nfovc

3860 FOR Is=f TC 3

5870 IL{ls)®Fovc(N, 18>

S88e NEXT I3

3890 CAILL Paceqr(L(#),An(#) ,Xx(1),Xx(2))>

5908 FOR J=1 TO Nfovm

5910 Ri=ABS(Xx(1)-Foum(J, 1)) ! Deviation in x.

5920 (F R1:Epsp(¢J> THEN Next_j

5930 R2=ABS(Xx(2)-Foum(J, 23> | Deviation in y.

5940 (F R2:Epzp(J)> THEN Next_j

5950 ! Confirming star found.

5969 PRIMT LSING "6C(MD.DDDD,XX)>"; XxC1)#F1 ,Foum(J, 1)>%F1,Xx(2)*F1,Foum(J,
2)*F),R1%F1,R2#F1 .

%970 t PRIMT LSING "2<(MD.DDDD,XX)";R1%F1,EpspCI)*F1,R2#F1,Epsp(J)*F]

5980 Kma>=Knax+1

5990 Fl14(Kmax, 1>=Fovc(N, 1>

6000 FldcKmax,2>)=Fovc (N, 2)

6010 Fl13cKmex,3>=Fovc (N, 3> | Save data.

6020 F1d(Kmix,4>=Foum(J, 1)

€030 F14¢(Kmix,3)=Foum(J, 2> l
6040 ! ‘
6050 IF Kmax=Nfoum THEN No_more ! We‘ve matched all measured stars.

€060 IF Kmax=5 THEN No_more ! We have enough confirming stars. v
6870 GOTO Next_star

6080 Next_j: NEXT J

6099 Next_star: NEXT N

6109 ! _
6110 No _more: I° Km#x>2 THEN SUBEXIT i

6120 PRINT USIN3 "/k";“## No additional stars found #* Assume false matcth" i
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6139 Kmax=9

6140 PRINT USINZ "/k”";"Replace new values of Euler parameters with old viluez a
nd continue pairing."*

6158 MAT Bun=Sb ! Replace new Euler parameters with old values.

6160 GOTO Nextii ! Continue pairing--assume this orientation isn‘t corrsct.
6170 SUBEND
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Perturb

This subroutine computes a time varying perturbation to Euler
parameters. We have used simple sinusoidal variations added to the
nominal values. Input data consist of the orbital frequency, time, the
nominal values of the Euler parameters and the amplitude and frequency

of the variations. The perturbed Euler parameters are returned to the

calling program.
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#*
*
*

*

PERTURSEB *
*

RUEBERERRRERRCREER) R R ERRRERRRRRRELRRRRRRERRERFRERRRRERBEREERRE

7818
7820
7830
7840
7850
7’860
7870
7880
7890
7900
7910
7920

SUB Pertur>¢(SHCRT Bnom(#),E(#)>,N(#),REAL Omega,Dt,B(#*))
OPTION BRSZ 1

|
BC1)=Bnom(1:+E(1)>#COSCNC(1)>*Omega*Dt)
B(2)=Bnom(2:+E(2>*SIN(N(2)*0Omega*Dt? ! Perturb the nominal Euler
B(3>=Bnom(3:+EC(3)#COS(N(3)*0OmegaxDt) | parameters.
BC4)=Bnom( 4. +E(4)*SIN(NC(4) *Omega*Dt)

!
Mag=SQR(DOT¢B,E)) ! Normalize the new Euler parameters.
MAT B=3-/(Maq) '

1

SUBEND
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Phoegn

This small subroutine uses the stellar colinearity equations to
compute image coordinates. As input it needs the star direction cosines
and the 3 x 3 rotation matrix. This routine returns the x and y coor-

dinates normalized by lens focal length:

Ly C33 + L2 Cio + La Cy3
Ly, C3y + L2 C32 + L3 Cas

X
f‘

Y < L1 €y + Lo C22 + L3 Cas
T L[, Cs +1, Csy + L5 Cas

where Cij are elements of the rotation matrix and Li are star direction

cosines.

A s e o
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LA AL S L2222 A XY RS AR X2 XA A2 ddd i sl s

#*
*
*

*

PHOEGGN ' *

%

FRBEERRRRRERCREE R RRERERERRRFREEREEFEEERRRERREEREREEFERRBERERE

817e0
8180
8190
8200
8210
8220
8230
8240
8250
8260

! Computes >,y coordinates for a particular star.
SUB Phoeqn(L.(#),C(%),Xpho, Ypho)

OPTION BRS: 1
DIM Phn(3)
'
MAT Pho=Cx_
Xpho=Pho(1)-Phc(3)
Ypho=Pho(2)-Phc(3)
t .

SUBEND

Rotate direction cosines into nev frame.




Post-mult

The function of this subroutine is to post-multiply,by a rotation
matrix, a set of 4 matrices which are the partial derivatives, with
respect to Euler parameters, of a second rotation matrix. For example,
for field of view A we need the partial derivatives of the AN rotation
matrix with respect to Bgp- Subroutine Mat-av computes the partials

of AV with respect to BBA‘ Then, since AN = AV « VN

AN _ 2AV

o = .\

where the partials indicate derivatives of matrix elements.




- 169 -

RRBERRERRRRBCRERRFRAARRRERRERERRRERERRRRRTRRERRRERRRERREEEEREE

* *
* FOST _MULT *
* *

BERBBRBEBRERRCREREIRERERRRERRRRRRERRREREREREEEREERERELEREREEERE

11268 SUB Poist_muleCC(#)>,Dci(#),Dc2(#),Dc3(#),Dcd(*))
11270 OPTION BARS: 1

11280 DIM T7¢3,3)

11290 4

1139086 MAT T=)cis2

11310 MAT Dcl=T

11320 MAT T=)c2s*> (

11330 MAT Dc:2=T | Post-multiply derivative matrices by rotation m:trix.
11348 MAT T=)c3»C !

11356 MAT Dci3s=T '

11360 MAT T=)c4q#2

11370 MAT Dc4=T

11380 !

11390 SUBEND
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Pre-mult

This subroutine is similar to Post-mult. In this case, we pre-

multipiy partial derivative matrices by a rotation matrix. For example,

since AN = AV - VN,

9AN aVN

-————:Av.—-——

ByN 3Byn

where, it will be recalled, the partial derivatives are computed by

Dircosb.
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*
#*
*

*

PRE_MULT *
*

BEBRRERBRERR CRFERIRRAERTRRRPRERFRRRRRRRRERERRRERRERRREERRNRENE

11049
11850
110860
11078
11088
11090
11100
11110
11120
11139
11140
11130
11160
11170

SUB Pra_mult(CC(#)>,Dcl(*>,Dc2¢(*),Dc3(¥),Dcd(%))
OPTION BRSZ 1
DIM T¢3,3)

1

MAT T=C#Dcl
MAT Dcl=T
MAT T=l#Dc2
MAT Dc2=T !
MAT T=%Dc3 ! Pre-multiply derivative matrices by a rotation matrix.
MAT Dc3=T b
MAT T= %*Dc4
MAT DcA=T
[}

SUBEND

L AT R TR & A -
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Proc-b

This subroutine controls the various functions of Process B.

As input we need the Euler parameters describing the vehicle frame
orientation, Byn® and those describing the interlock between camera
frames A and B, BBA’ along with the variance to associate with BBA in
the Kalman filter update. Usually, both sets of Euler parameters are
updated by Process B before they are returned to the calling program.
Process B also requires the coordinates of each measured star in FOV(A)
and FOV(B) and returns the calculated coordinates for stars matched with
measured stars.

The first step in this subroutine is to compute the rotation
matrices BA from Bea from which we calculate AV, and matrix VN from
BVN' The unit vector for the boresight of FOV(A) is contained in the
last row of matrix AN = AV - VN and is used by Access to retrieve a
subcatalog of stars near this boresight. Pair-it is then called to
match catalog and measured stars and to update BVN‘ We then compute
VN again and calculate BN = BA « AV - VN. The boresight unit vector,
the last row of BN, is used by Access to again obtain a sub-catalog.
Pair-it once again matches measured and catalog stars and updates
By

There are several possible paths for Process B. If either FOV
contains fewer than three stars, we skip any attempt to match stars
in the FOV (we need at least three stars to confirm an orientation).
Should FOV(A) and FOV(B) each contain fewer than three stars, we

declare a failure condition for Process B and return to the calling l

orugram.  In this case, no attempt is made to update Byn O Bga (and
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no Kalman filter update is needed); the integrated values of BVN and

covariance matrix are used to start the analysis of the next Process A
data set.

If only one FOV contains a sufficient number of stars, we call
Least-1 and use up to 5 stars in that FOV to update BVN (Pair-it updates
ByN using only 2 stars). Note that the interlock parameters, Bgas are
not updated; the same values are used on the subsequent data frame.

Usually there are a sufficient number of stars in both FOV(A) and
FOV(B) (more than 2 in each) so we can correct both BVN and Bga- This
is done by subroutine Least-2.

If BVN has been updated, then we compute calculated image coordinates
for all matched stars and return these to the calling program along with

the 4 x 4 covariance matrix associated with BVN‘

TP St 4 Nl A TR AP VI B s
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*

PROC-B *
*

HERERERRLERECRERR) RRREERRERFRPEEREREEELEERERRRERERRELRERRREEESEE

3028 SUB Proc_b(#2,Evn(*),Bba(*),Voc(%),Nfouma,Nfoumb,Ka,Kb,W,Sigxy, SHORT Xyma(

%), XymbC %), Xucac k) ,Xycb(#),REAL Cou8(#*),Pba(*)>,0bal+),Bbalsq(#*))>

3030
30480
3050
3060
3070
3880
3090
3100
3118
3120
3130
3140
3150
3160
3170
3i18e
31990
3286
3210
3220
3238
3240
3250
3260
327e
3280
3290
3300
3310
3320
3330
3349
3350
3360
3370
3380
3390
34900
3410
3420
3430
3440
34350
3460
3470

! T. STRIKWERDA ...... 9 JUNE 198e.
! This sub2rogram is process B of Star HWars. This version uses Euler
! paramncte~s ard recovers interlock Euler parameters.
OPTION BRSZ 1
DIM Boire(3)
BIM ¥Yn!(3,3),RAv(3,3)>,Ba(3,3>
DIM ANI3,3),Bn(3,3),Bv(3,3),Tn(3,3)>
DIM F14a(S,%),F1db(5,5),Foum(10,4)>
DIM Kai<(4,4:,Lta(4,4),Bbae4?,T3(4),T4(4)
DIM Cow<4,4%:
SHORT fFovst(1BE,4)
COM vg{3,3),INTEGER Table(529,2)
RAD

REDIM Cov3¢8,8)>

}

F=70 ! Some constants.

Fe=2.4253€
Fl=F+Fe

Tol=9,253-6
Radius=5,7#P1-/180
Sigma=1#1,1£0

'

! Calculzte interlock matrices BR and RVY.
[]

CALL Dircosti(Btal*),Bal#),8,Tn(*), Tn(*>, Tn(*>,Tn(*>)

CRLL Mat_ascBa(#),Tnd*),Tnc#), Tn(#), TnCe) ,AuC#),8, Tn(*), Tn(*), Tn(*), Tn{x))

Ka=0
Kb=0
|
PRIHT USIHZ "sk"3" Start for FOVC(RY"
REDIM Foum(Mfouma,4)>
IF Nfouma<{3 THEN Fov_b
FOR [=1 TO Nfouma
Foum(l,¢)=xymacl, 3> ! Normalize image coord. by focal lencth.
Foum(I,1>=xymacl,1)/F
FoumCI,ad=xymadl,2>/F1
Foum(l,%)=1/SQR(Fovm(I,1)~2+Foum(l,2)0~2+1)
NEXT 1
CALL Dircost(Bun(#),¥Yn(#),8,Tn(*), Thn(*>,Tn(*),Tni(x))
MAT An:zAuv#vdn
FOR [=} TO 3
Bore(I)=ANn(3,1) | Boresight unit vector for FOV(R),
NEXT 1
PRINT USIM: Form3; "Boresight direction cosines for FOV(RA):",Bore!(*)
Form5: IMAZE ~-Ks3(MD.DDDDBD,X)

l
I
I
!
l




3480 CALL Ru:cess«#2,Nfova,Bore(#),Sigma,Radius,Voc(#),Foust(*))

3490 CALL Pair_it<Fcust(#),Nfova,Foum(*),Nfouma,Bun(*),Au(*),Tol,Sigxy,F1,W,F1d
al*),Ka

3500 Ka2=Ka+Ka

3510 BEEP ! Doae with FOVC(A).

3520 !

3538 Fov_b: !

3540 PRINT USINS "s/k"3" Start for FOY(B)"
3550 IF Nfoumb<{3 THEN Options

3560 !

35720 CALL Dircosti(Bun(*) ,Vn(*>,8,Tn(%),Tn(*),Tn(*),Tn(*)>
3580 CALL Dircosh(Bta(#*),Ba(#),0,Tn(*#),Tn(#),Tn(*),Tn(+))
3590 MAT By:=Ba*3ju
3668 MAT Bn:=Bu*dn

3610 FOR I=1 70 :
3620 Bore(l.=Br(3,1> ! Boresight unit vector for FOV(B).
3630 NEXT I '

3640 PRINT USINI Form5S;"Boresight direction cosines for FOV(B)>:!",Bore(%)
3650 REDIM Fovm(Mfoumb,4)

3660 !

3670 FOR I={ TO Hfoumb

3680 Foumndl, $:=Xymb(],3)> ! Normalize image coord. by focal length.
3690 FoumcI, 1:=Xymb(I,1)>/F1

3700 Foumd(l, 2:=Xymb<(I,2>/F)

3710 Foun(l, 3:=1/SAR(Foum(l,15+2+Foum(],2>~2+1)

3728 NEXT 1

3730 !

3740 CALL Accessc#2,Mfoub,Bore(*),Sigmna,Radivs,Voc(*),Foust (%))
3758 CALL Pair_it(Fcust(*),Nfovb,Foum(#*),Nfoumb,Bun(#)>,Bu(#*),Tol,Sigxy,FI1,W,Fld

b(*>,Kb>

3760 Kb2=KbtKb
3770 BEEP

3780 !

3790 QOptions: |

3800 IF (Ka»2) 3IND <(Kb>2> THEN Combine ! Do least-squares for two FOV,

3810 IF (Kai3> 3IMD (Kb<3> THEN Failed ! PUNT!!)

3829 REDINM Cov&i(4,4)

383@ IF <(Ka>2> 3IMD (Kb<3) THEN CALL Least_1¢(Bun(#),Rv(*),Flda(*),Ka,W,Co 8(*),C

onverge)

3848 IF (Kai3> 3IND <(Kb>2> THEN CALL Least_i(Bun(#),Bu(#*),Fidb(*),Kb,H,C0.8¢(+),C
onverge)

3850 !

3868 GOTO Save_-e¢sults

3870 !

3880 Combine: !

38980 !

3988 MAT Bbae=Boa | Save estimated interlock parameters.

3910 CALL Lzast _2(Bun(#),Bba(#),Ka,Fldal#),Kb,F1db(#),U,CouB(%)>)

3920 MAT Bbalsq=kba !
3930 I Parform Kalman filter update for interlock parameters. !
3940 FOR I=i TO « '
3950 FOR J=1 TO 4

3960 Lbacl, J.sCcvB(4+],44])
3970 NEXT J

3980 NEXT 1
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3990 !

4000 MAT Pba=>bla+Cba | Get covariance matrix at this time,
4010 MAT Kal=_t.a+Fba

4020 MAT I.ba=IMV(kal)>

4030 MAT Kal=3ta*lba | Kalman gain matrix,

4040 MAT T3=Boa~Btae

4050 MAT T94=Kal*TZ ! Corrections to interlock parameters.
4060 MAT 3ba=Btiae+T4

40670 MAT Lba=<al*Fba ! Corrections to covariance matrix,
4980 MAT Pba=>ha-Lba

4090 !

4100 Save_results: !

4110 !

4120 CALL Dirzosb(Bun(#),Vn(*),8,Tn(*),Tn{(*),Tn(*),Tn(#*))

4130 CALL Dir:cosb(Bba(#),Ba(#),0,Tn(*),Tn(#),Tn(%),Tn(#>)>

4140 CALL Mat _av(Eac#),Tn(®) ,Tn(#), Tnd#),Tn(*),Av(%),08,Tnd*),Tn(#),Tn(+), Tn(#
»

41350 MAT An=RJ3Vn

4160 MAT XycasER

4170 IF Ka=@ THEN Save_b

4180 !

4190 FOR =1 TO Ka ! Calculate image coord. for each
4200 FOR I=1 TO 3 | matched star.

4210 3ore(l)d)=Fldack, I>

4220 HEXT I

4230 CALL Paceqr (Bore(#) , An(*),X,Y)>

4240 XycalK, 1=k

4250 Xy alK, )=y

4260 MEXT K

4270 !

4280 MAT Yycaxdycz#C(F1) i
4298 Save_b: !

4300 MAT 3n=Ba’sAn
4310 MAT Xycb=ZER
4320 IF Kb=@ THEN End

4330 ] |
4340 FOR K=1 TO Kt I
4350 FOR I=1 70 3 I
4360 3ore(l)aFldb(K, 1) o
4370 NEXT 1 -
4380 CRI.LL Prcveqr(Bore(#),Bn(#),X,') P
4390 Xyeob(K, 1 dax ]
4400 Kynb(K, )=y

44190 HEXT K

4420 MAT Xycb=Xyck*#(F1) . B

'

4430 !
4440 Formi: IMASE K/4(MD.DDDDDE,X)>~/ . i
4450 Formd4: IMASE K,X,DDs10¢(2¢(MD.DDDD,X>/) !

4460 End: '

4470 SUBEXIT !
4480 {

4490 Failed: PRIMT "“#xsa%an%% PROCESS B FRILED ###322aa aasfssrs" i
43500 PRIMT “"Fewer than 3 stars in each FOV. No attempt to perform " ‘
4510 PRIMT "least-squares correction. Use old values for orientztion,”

4520 GOT( Save_results

4538 SUBEND '
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Runge

The subroutine integrates both the state differential equations and
the matrix Riccati equation, using Runge-Kutta methods. As discussed
in Appendix 8, we partition the Riccati equation into four parts and
only two of these need to be integrated numerically.

Both of the equations are integrated with two-cycle Runge-Kutta
methods. However, since the covariance matrix should be relatively
constant in steady-state, we use a step size, for the Riccati equation,
equal to the time between data frames (currently,.BO seconds). The step
size for the state integration is much smaller (currently, 0.5 sec or
60 steps between frames).

The first task in this subroutine is to partition the covariance
matrix and evaluate the right-hand-side of the Riccati equation at the
start of the time interval. We then integrate the state equation,
through repeated use of two-cycle Runge-Kutta methods, until we reach
the end of the interval. The right-hand-side of the Riccati equation is
again evaluated, this time at the end of the interval, and the integrated

covariance matrix calculated.
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L ZXXX2IZRERL NSRRI R 2SR 2222222222222 2222222222 ]
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RUNGE *
»

[X2XX2T2Z22XS RS LRI SRS LA 22222 a2 X2 222222 X2 X2 2]

13600
13610
13620
13630
13640
13650
13668
13670
13680
13690
13700
13710
13728
13730
13740
137350
137680
13770
13780
13790
13800
13810
13820
13830
13840
138350
13860
13870
13880
13890
13900
13910
13920
13930
13940
13950
13960
13970
13980
13990
14000
14010
14020
14030
14040
14090
14060

SUB Runge(Th,De1t,Step, SHORT W1C¢#),H2¢#), H3C#),REAL Xk(#),P(#),QC%>,5igh)
OPTION BASZ 1
DIM XC4>,P11¢4,4),P21(3,4),P11p(4,4),P21p(3,4),P22¢3,3)
DIM D1:4),<1¢4,4>,L1¢(3,4),Sumk(4,4)>,Suml (3,4
DIM S1:4),311¢4,4),R12¢4,3),H(3),B(3)
DIM Q2:2(3,3:,PZ2p(3,3)
]

MAT Q22=1IDN

MAT Q22=Q22+((Sighs/303+2) ! Factor of 3@ may be changed to tune Kalman
¢ filter for bias recover,

DISP “"Rung?' '

)

TeTk
FOR I=1l TO «
FOR J=1 TO 4
P11cI, ) aP(1,J) | Get upper left 4x4 portion of cov, matrix.
NEXT J
NEXT 1
1
FOR I=1 TO &
FOR J=1 TO 4
P2LI(I, I =P(4+],J> | Get lower left 3x4 portion of cov. matrix.
NEXT J
NEXT 1
]
FOR I=1 TO &
B(l)sXk (441D | Get current bfas values.
FOR J=1 TO 3
P22(1,J:=P(4+],4+]) ! Get lower right 3x3 portion of cov. matrix.
NEXT J
NEXT [
1
REDIM {(4)>,¥k(4)
MAT K=k
MAT Plip=P1l1
MRT P2lp=P21
MRT P22p=P22
! Conpute time derivative of covariance matrix at time td¢initial).
WCId=sWIiCL)
WC(2>=W2(1) ! Use gyro rates from beginning of interval.
WC3)sW3(1)
[}
CALL Matadi,HCx) ,Xk(#),AL1(%) ,R12(#>)
CALL Duriv(F11p(e) ,P21p(#),P22p(#),Q(#) ,A11(#),A12(*#)> ,K1(#),L1(#))
t

MAT Sumk=K1
MAT Suw)sLi

TV e A vEs e A A ¥ R s Y
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14070
14080
14050
14100
14110
14120
14130
14140
141350
14160
14170
14180
14190
14200
14210
14220
14230
14240
14230
14260
14270
14288
142902
14300
14310
14320
14330
14340
143%0
14360
14370
14380
14350
14400
14410
14420
14430
14440
144350
14460
14470
14480
14490
14500
14510
14320
14330
14340
14350
14360
143570
14580
143590
14600
146310
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MAT AR1Ll=Kl{*(Step)
MAT Pitp=Pl1+A11
MART RLl=L1x(St¢p)
MAT P2lp=P21+A11l
REDIM 1n11(4,4>
MAT P22p=QR22%#(Step)
MAT P22p=P22+P22p

|

! Begin state integration,
'
MAT W=K-B | Subtract bias values.
CALL Matadd, W ), X(#),A11C¢#)>,A12(%))
|
FOR It32 T) Steps/Delt+l | This is a series of 2 - step Runge-Kutta
MAT D1=A11#Xk ! integrations.
MAT 51=(Delt)#DL
MAT K=Xk +&1
W1l CI)
WC2>=W2¢It) i Get gyro rates for interval.
W(3Y:=W3C(It) ! Note: These are measured rates in gyro frame.
MAT W=W-8B ! Subtract the biases.
CALL Matac@,h(#) XC#),R11(I,A12¢(%))
MAT Si=A11#X
MAT X=D1+&t
MAT X=(.59Dele)r#X
MAT Kk=Xc+X
DISP Xk(#*:;
Tk=Tik+Delt
NEXT I-
]
Mag=SQRC(DOT Xk, Xk)) ! Normalize Euler parameters.
MAT Xk:=Xk/(Mag)
! Conpute time derivative of covariance matrix at time t(final),
W1 >=WI(61)
WC2)=W2¢(61)
UC3I=W3(61)
]
CALL MatacCl,Wc*),Xk(*)>,A11(%)>,A12(x))
CALL Dariv FllipC#*),P21p(#) ,P22pC%),QC#) ,R11C*#) ,R12C#> ,K1(#),L1(#)>)
!

! Conpute updated covariance matrix.

!
MAT Sumk=Samk+K1 { Compute upper-left 4x4 marrix.
MAT Sunk=S.umk#(Step-2)

MAT Pil=Pl1+Sunmk
MAT Suml=S.unt+L 1 } Compute lower-left 3x4 matrix.
MAT Sunl=Suml*#(Step/2)
MAT P21l=P21+Sun)
MAT P22p=R2:%#(Step)
MAT P22=P22+P22p
} Fil)l tre upper left 4x4 of the covariance matrix,
FOR I=| TO «
FOR J=i TO 4
PCL,I)sPI1CL, )
NEXT J
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14620 NEXT 1

14630 I Fill the lower left 3xd4 part of covariance matrix
14640 t aac the upper 4x3 part with the transpose.
14650 FOR I=s| TO & '

14660 FOR J=1 TO 4

14670 PCi+1, 3 =PI, )

14680 PCI,4+1:=P21CI,d)

14690 NEXT J

14700 NEXT I

14710 FOR I=| TO ¥

14720 FOR J=1 T2 3

14730 PC4+(,4+).=P22¢CI, )

14740 NEXT J

14738 NEXT 1

147€0 |

14770 REDIM Kk<(?)

14780 !

14790 DISP

14800 SUBEND
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Secant

Subroutine Secant uses the secant method to update the partical
derivative matrix used for least-squares correction (containing the
derivatives of image coordinates with respect to the Euler parameters,
B). If we let X = X(B) be the set of function (colinearity equations)

which produce image coordinates for stars as a function of Euler para-

k

meters, then at the kth iteration we have Bk, the coordinates X, and

the partial derivative matrix Ak = aX/aBlk (determined by Dxdbeta).

By least-squares we obtain corrections to Bk to get Bk+] = Bk + Abk.

k+1

These are used to compute new coordinate X so the changes are

However, the linearly predicted changes in X are

k 2 gk agk,

We proceed to modify the derivative matrix (be adding corrections) so
that the linearly predicted changes will agree with the actual changes:
sxk = (K + cKyagk,

No unique solution to this equation exists so we introduce

¢ = );Z(C].jk)2 and minimize this criterion subject to
iJ
sxk - ak agk - ck agk = 0.

Using the Lagrange multiplier technique we minimize

k k

-C

ABk).

§ =1 z(C; K)? + AT(sx* - Ak ag
RS
LI
The necessary conditions require
k .
30/8Cij =0

and
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or

and

sxk - ak agk - ¢k agk = 0.

Matrix Ck can be expressed as the outer product of two vectors:

§=%xméﬂ.

We can now substitute for matrix Ck in the second necessary condition

and solve this equation for the Lagrange multipliers:
x = 2(6x% - A% ag®)/(ag")T ag"

and substitute this for A in the first necessary condition. Thus, the
updated partial derivative matrix is

k+1 _ Ak + (ka _ AkABk)(ABk)T/(ABk)T ABk

A

The secant method works best when we are near the solution vector,
AB. As a check on the performance of this method, we compute the root-
mean-square difference between calculated and measured coordinates at
each iteration. If this parameter ever increases from its last value,

we start over with exact derivatives (computed by Dxdbeta) before

continuing with the least-square correction.
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7850
7860
7870
7880
7890
7960
7910
7920
7930
7940
7950
7960
7970
7980
7990
8000
goe19
8020
8030
80640
8050
8060
8078
8880
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+

SECANT *
*

XXX IINSSS SR IIRI SRR L RS RSS2 XS S22 XX RS2SR 2t s g g

| Secant m2thoc of derivative update,

SUB Secant (H(#*),Delx(*),Ddy(*),Idim,Jdim)

OPTION BRSZ 1

DIM T1:11,J3im),T2C1dim,1>,T3CIdim,Jdim),Sumat(Idim?)
|

DISP “éecaﬂt'
|

Sumt2=70T ¢ De 1 x, Delx)

MAT Sumwat=3+Delx { Predicted changes in coordinates.
MAT Sumat=Dcdy-Sumat ! Difference between actual and predicted
MAT Sumat=3umat/(Sumt2) { changes,
!
FOR I=L TO Jldin I Fill vectors for ocuter product.
T2¢I,1>=3umat (I) ! (see Appendix of Final Report.)
NEXT 1

FOR J=1 TO Jdin
TiC1,I0=0e1xC(I)

NEXT J
!
MAT T3:=T2+T1 ! Compute corrections to derivatives.
MAT A=11+T3 I Add corrections,
1
DISP
SUBEND

;
i
|




184

Sort

This subroutine sorts an array and a column vector according to
the values in the column vector. The order of sorting is from the
largest to the smallest values and the array and vector must have the
same number of rows. We use a simple "bubble" sort method - make repeated
searches through the 1ist, each time bringing the next largest value to
the next available location in the list. In this version, in order to
save computer time, we use a vector to save the re-ordering sequence
of the column vector and use this sequence to re-order the array as the

last step.
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HRRRRRERREEECRRERIRRRRRRBERRRRRERRERRREE RN R RN E R

* *
* SORT »*
* *

HREEERERRREECRRER IR AERRFRRRERREREFRELRRERREERRER X R R RR R EEE

9730 ! This sub~cutine sorts arrays by rows, given a parameter vector of
9740 ) same dim2nsicn as the number of rows.
9758 SUB Sort(A(»),SHORT B(*)>,REAL N,M)
9760 OPTION BRSZ
9770 DIM CC(H),S(M,M)
]

9780 !

9790 DISP “3ort"”

9800 !

98190 FOR K={ TO N )

9820 C¢(KI=K ! Fill index vector.

9838 NEXT K

9840 Ni=N-~1

9850 !

9868 FOR K={ TO Hi ! Bubble sort =- bring largest value to top.
5870 Jj=K :

9880 Test=AK)

9890 Ki=K+1

9900 FOR [=K{ 10 b

9910 IF Test:ACI> THEN Continue ! Search for largest value.
9920 Jj=1
9930 Test=R(1)

9940 Continue: NINT 1
9950 IF Jj=K THEN Continue2
9960 ACJjr=ACLE

997@ R(K)>=Test ! Place next largest value in next location.
9980 T=CCK)
9990 C(K)=C(Jj: ! Switch indices as well,

19000 C¢Jjr=T

10019 Continue2: NEXT K
19020 !

10030 FOR I=1 TO M
10040 K=CCI)

10850 FOR I.=f TOU M
19060 SCl,LY=2B<CK, LD ! Reorder array in same order--refer to index vector.
19079 NEXT L

10080 NEXT 1

18090 !

10180 MAT B=3

10110 !

10120 DISP

19139 SUBEND
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Sample output from data generator program (DATGEN):
Program setup, data for frame 2 and beginning of frame 3.

#RANBNRENNNE P R OCRAM DATGEN Sanintrtens

Do you want o use realistic gyro rate history (Y/N)? Y
Place disk with jJyro rates (Filename:’Hitrue’) in (F8,1.....then push CONT.

Place star catalog disk (Filenames: ‘Tab22’ and "‘Miss220’) in :F8,1...
.s.then push CONT.

Has Table of sta~ catalog cell positions been read-in?(Ys/N> N

File name for sinulation run ¢(“SimnnniF8,1’...where nnn is 3 num.):
SimB42:F8,1 _
Period : 99.02 mirutres

Do you want wariatiors in Euler para. relating V frame to Gyro frame (Y N)? Y

..

Do you want variatiors in Euler para. relating B frame to A frame (Y /N)? ¥
Do you want ime varying gyro biases (Y/N>? ¥
Do you want =0 aijd ncise to image coordinates(Y/N)?Y

Do you want nois2 adced to rate gyro data (Y/H)?Y
Position C(km) and velocity <km/sec) of Satellite:
6.6526E+03 0.0200E+00 0.D00DE+00
0.0000E+09 2.0324E+00 7.4768E+00

Matrix GM:

©0.000000 .258319 . 965926
0.000000 -.965326 .258819
1.000000 0.000360 0.000000

Bug...nominal Euler Farameters between frames V-G:
1.800000 ©0.0002010 ©.000000 ©,000000

Bug...true Euler Farimeters between frames V-G:
1.0000800 0,000300 .000815 ©.000000

Bun...Initial Euler Farameters between frames V-N:
. 092295 701247 . 092297 . 701068

Ruenpnnnnns FRAME [ 2 #%¥#aiaitxs
Matrix VG:
1.000000 ©.000300 -,.000029
0.000000 1.000200 0.000000
.000029 0.000200 1.000000

Bun...True Euler Farimeters betveen frames V-N:
. 090640 ,688586 . 0893727 . 713240

Bba...Nominal Euler Farameters between frames B-R!
. 707107 . 707167 ©,000000 ©O.000000

Bba...True Euler Farameters between frames B-A:

Satellite time f~cm scart of simulation: 30.00 seconds l
. 707131 ., 7072383 . 000097 ©0.000000 ’
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Matrix BR ¢
1.000000 00013 -.000137
. 000137 .00023¢9 1,.,000000
.000137 -1.0002300 . 000069

Position (km)> and velocity (km/sec) of Satellite:
6.6485E+03 6.82U0E+01 2.2426E+02
~2.7014E-01 2.0222E+00 7.4723E+00

Position (km> and velocity (km/sec) of Earth!

=1.4960E+08 8.13<3E+02

~3.5630E+062

1.7790E-84 2.7314E+01 -1.1877E+01

Total velocity of satellite (km/sec):

-2.6997E-01 2.9317E+401 -4,4043E+00
Matrix AN:
« 999384 .8087¢:6 .033971%
.0925019 500383 -.865442
-.024602 +8657%9 « 499855
Boresight unit vzctor:
-.024602 ,8657%9 . 499855
Polar angle: 63,01
Longitude angle: 91.63
Indices for “our cells:
16 16 14 1¢
8 9 ? £

Number of stars from the catalog:
Number of stars in tris FOV!
conordinates (mm)d!

True image

5.128090 2.6813500 4,503000
4.462200 3,1263¢0 4.509000
2.580310 2.4403¢0 4.810000
.89171S .6334¢0 3.244000
-1.584060 .5293%1 2.990000
5.024786 -2.588570 3.085000
-.543383 -3,4573%0 4,166000
-.930058 -4.1777<0 4.,574000
-4.615360 -3,5737¢0 4.966000
-4.840800 -1,1515€¢0 4.936000
Measured imaje caordinates (mm)!
5.125990 2.680390 4.523250
4.458730 3.124330 4.3560540
2.581868 2.4403%50 4.862560
.896847 , 637305 3.2859580
-1.582270 .524518 2.987110
5.018640 -2.5874¢<0 2.961420
~-.547052 -3.4533%0 4.174510
-.953583 -4.175710 4.633090
-4,610930 -3.573390 4.875600
-4,840900 -1.151?70 4.929290
Matrix RN:

999391 008726 . 033784
-.024464 86374S . 4998601
-.024884 -,30032:3 . 865481

Boresight unit vector?
~-.024804 -,50032 . 865481
Polar angle: 33.06

10.00

14.00
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Longitude angle: 267,15 -
Indices for “our celis! 188

8 8 5 [

13 12 19 €

Number of stars from the catalog! 9.00
Number of stars in tris FOV? S.008
True image coordinates (mm):

.438158
2.604860
5.575850

=3.296900
~1.927940
0.000000
0.000000
0.000000
©0.000000
0.000000

Measured image crordinates (mm):

.437323
2.603590
5.579470

-3.305680
-1.9281180
0.000000
9.000000
0.000000
9.000000
0.000000

Biases...tru? values:

-. 000007
Frawme:

-3.8963:0
-3.363190
-1.474120
-2.2293¢0
2.69635%0
©.000300
0.0003010
0.8002300
0.0006200
0.000200

-3.8973u0
-3.365278
-1.471220
-2.2292180
2.6941¢0
0.0002300
0.0002300
0,0002300
08.000300
0.000300

.@00310

2 Number of stars: 10 S

#EEREREEEE FRAME :

Matrix VG:

1.000000
-.008008
. 000029

. 080308
1.0002300
.0800263

2.313000
4.900000
4.8335000
4,825000
4.342000
0.06080000
9.0000080
©.000000
0.0600000
0.000000

2.321970
4.866520
4.821620
4.858870
4.363480
9.000000
0.000000
0.008000
9.000000
9.000000

-.0800015

HRBRERERRES

-.0008029
~.0000083
1.000000

Satellite time f~om ztart of simulation: 6€0.00 seconds
Bun...True Euler Farimeters between frames V-N:
. 089034 676167 . 095378 . 725102

Bba...Nominal Eulé¢r Farameters between frames B-RA:
. 707107 707107 0,.000000 0©.000000

Bba...True Euler Farsimeters between frames B-RA:
. 707139 . 7072375 . 000095 . 000003

Matrix BR @
1.000000 .0081<0 -.000130
. 000138 .0603%68 1,000000
.000140 ~1.000200 . 000090

Position Ckm> and velocity C(km-/sec) of Satellite:
6.6364E+03 1.2211E+02 4,4825E+02
-5.3996E-01 1.978S5SE+00 7.4586E+00

Position (km) and velocity C(km/sec) of Earth:
-1.4960€+08 1.6369E+03 ~7.1260E+02
3.3981E-04 2.7314E+81 ~1,1877E+01

Total veloci:y of satellite (km/sec):
-3.3960E-01 2.93)13E+01 -4.4180E+00
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Sample output from data analysis program (COMBIN):
Program setup and beginning of frame 2.

HRRBUNRRERBNANNNNEUNL P R OCE S S B ANTD C HENUNRRUBARNNNNNNNENANY

]
‘ Doing Proc B (Ys/¥)? ¥

Doing Proc C (Y/¥)? ¥
Insert star catalog cisk into F8,1....Then press CONT

Has cell table b2en read-in? N

Input file name and cevice with sinulation data: Sim@42:F8,1

Satellite orbit najor axis C(km):
Earth orbit najo~ axis (km):
Satellite orbit inclination (deg.):
Rate gyre data sdacirg (sec):

66353
1.4968E+08
[g-)
.50

Runge-Kutta :ime ster (sec): 30.00
Gyro standard deviation (rads/sec): 4.848E-06

Input weight in arcséconds for interlock variance (2,5,etc.) $5.000

Q Matrix:
2.350E-11
9.0800E+00
9.000E+00

0.020E+C0O
2.350E-11
0.03E+C0

9.008E+00
0.000E+00
2.350E-11

Do you want .o offset matrix VG <(V-frame to Gyro frame> N

Matrix VG for this run:
0.03CE+CO
1.030E+¢C0O
9.930E+CO

0.000E+00
0.000E+00
1.000E+00

1.000E+00
0.000E+00
8.000E+080

NN RELLORD MUMEER: 2 NN

l Input Gyro Bias 3tancard Deviation (Degrees/Hr) .50

Bun....True LLule~ parameters between YV and N frames:
1 090671 .683716 .9893893 . 713186

Bba....True Eule~ parameters between B and R frames?
. 707131 . 707683 . 000097 0.000000

4 Bba....Current Eiler parameters between B and R frames:
. 707131 . 707083 . 000097 0.000000

Components o7 total velocity (km/sec): ;
‘ ~2,700E-01 2.93:E+E1 -4.404E+00

Number of stars in each FOV: \
& FOVCAY>: 10
FOvV¢B>: S i

Bun....Integrated Euler parameters betueen V and N frames
and gyro biaises:

. 089241 .676321 . 095545
0.000E+00 1.003E+0¢ 0.Q00E+0Q0

« 725192

Components o totaul velocity Ckm/sec)!
~-2.700€E-01

2.932E+€1 ~4.404E+00
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Sample output from data analysis program (COMBIN):
Analysis of data from frame 5.

wunvnwnwnns RELCORD NUM}_E_R;: S  suwnnvvan

Bun....True Eule~ parameters between V and N frames:
. 0835633 6523446 . 098509 » 7482953

Bba....True Eule~ parameters between B and R frames:®
. 707133 707061 . 000084 .000010

Bba....Current Euiler parameters between B and A frames:
. 707146 . 7072067 . 000099 -. 000000

Components o° total velocity (km/sec):
~1.077E+00 2.930E+€1 -4.473E+00

Number of stars in eich FOV:
FOVC(RY: 8
FOV<B>: €

Bun....Integrated Euler parameters betueen V and N frames
and gyro biases:

.085706 . 650376 .898%62 « 748299
~5.633E~-06 4,4828-0€ ~-1,.359E-09

Components o total velocity (kmssec)d!
-1.877E+00 2.930E+C1 -4,473E+00

Start for FOVC(H)

Boresight direction cosines for FOV(R)!:
-.098483 . 864305 . 493232

Polar angle! 60.¢ Degrees
Longitude angle: 96.95 Degrees

Cel)l indices:
16 16 14 14
9 8 8 7

Table of Cos Theta) for Measured Stars.
Star Star Cos(Thetad
«99482%
. 932706
.937851
.939822
«993782¢
« 930894
. 936723
«93%75s
« 9300641
«938603
«93¢73¢
«97%96¢€
v 9382382
.936021
«99747¢
« 938698
«99099¢

NEBWAN= QN =N NN -
DAANOARANAANMDAWEDLON
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«9IT?6E
« 937697 19
+ 9360532
« 93739
» 99943€
«93934¢
«93842¢
. 93774¢
« 937448

NOARANN S WEW
DOWNONDON

Begin Pairing Catalog Stars and Comparing To Me¢asured Pairs.

Number of stars Ffrom catalog: 15
Star Star Cosz(Theta)
1 2 . 93999¢
1 3 938015

>>>>> Cataloy Pair Mitched with Measured Pair <((<{(<(
Measured pair:
Star Star Cos(Theta)
? 2 938021

Least-Squares (orrection For One FOV

RMS error for no~malized image coordinates:!t.6748E-04

Betadold) Eetz(new) Delta(Beta)d
.08%570S? . 0852774 -.00084283
.63037€3 .65€9618 . 0005855
.098%5616 .09£9390 . 0083773
. 7482986 . 7477891 -.0005095

RMS change in Euler garameters: 4.8172E-04

RMS error for no~malized image coordinates:2.3134E-05

Betacold) Fetz(new) Delta(Beta)
. 0852774 .B852771 -.0000003
.6509618 .65¢9621 . 0000003
. 0989390 .B9€9394 . 0000004
. 7477891 . 7477882 -.0000009

RMS change in Euler parameters: S.4913E-07
Number of iterations: 2 Converge=1i

Tesy IFor 3cdditional Stars
x(calc) x(meas) vydcalec) y(meas) Dx Dy
.3588 +3567 -1.1708 -1.1696 . 0021 .0012
.6301 13335 -1.3228 ~1.3184 .0034 . 0044
-3.6080 -~3,:5060 1.8902 1.0890 .0021 .0012
3.7541 3.7560 «.586S . 5992 .8019 .0128
1,0280 1.2338 -3.7184 -3,7160 .00358 . 08024

Start for FOV(R)

Boresight direction cosines for FOV(B):
-.096652 -.3501563 « 839646

Polar angle: 30.7 Degrees
Longitude anjle: &59.1 Degrees

Cel) indices:
) 8 6 6
12 13 9 10

S = - e b e T -

-
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Table of Cos:Theta) for Measured Stars.
Star Star Cos(Theta)
.93%801

. 938:75¢
«93163¢
«99789¢

« 932972

. 937048

. 93387
995736
«993€69¢
.931645£
«93¢28¢
«93092%
937817

. 938411

. 935342

ADBWWRNWRN=N~R =~
[ N R N N N AR AN

Begin Pairinq Catalog Stars and Comparing To Measured Pairs.

Number of stars from catalog: 16
Star Star Cos(Theta)
1 2 . 936682
1 3 .93731T

>>>>> Cataloy Pair Matched with Measured Pair <<<<<
Measured pair:
star Star Cos(Thetal
S 4 «937vS17

Least-Squares (orrection For One FOV

RMS error for no~malized image coordinates:i.2863E-03

Betacold) ket z(new) Delta(Beta)
. 0852771 . 0853085 . 8800315
« 6309621 .65€1618 -.0008003
. 0989394 .89£8372 -.0001022
. 7477882 . 7454948 . 0007066

RMS change in Euler parameters: 5.3647E-04

RMS error for no~malized image coordinates:9.5265E-06

Betacold) Eetzi(new) Delta(Beta)
.085308S .88%3081 -.0000004
,63501618 .65¢1616 -,0000002
.08988372 .09€E8367 -.0000004
. 7484948 «74€4943 -.0000009

RMS change in Euler parameters: 3.9327E-07
Number of iterations: 2 Converge=1i

Jest IFor 3cdditional Stars
x(calc) x(mzas) ylcalc) y(meas) Dx Dy
1.8908 1.3912 =-2.1949 -2.1940 . 0003 . 0009
-1.7222 -1.7192 2.4733 2.4632 . 0031 0121
3.6270 3.5267 2.6151 2.6141 . 00063 . 0009
-3.6754 -3.13810 -2.151€ -2.1678 . 0056 .0162
-4,7927 -4.7999 4.408S 4.3959 .0071 .0126

Least-Squares Correction For Two FOV

Correct orientation vsing S stars from FOV(A) and S stars from FOV(B),
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RMS error in norailized image coordinates: 5,7645E-04

Euler pa~umeters and corrections:

B(V-N> Jelta-B(v-N) B(B-A> delta-B(B-A)
. 0836257 83603173 7871793 . 0000330
. 6504280 «BI026€4 . 7070343 -.0000329
‘ ., 09835211 -.82031%6 -.0000228 -.0001221
. 7482684 -.02022%Y -.0001544 -.0001542

RMS change in Euler parameters: 2.1310E-04

RMS error in norwnilized image coordinates: 4,.8614E-05

Euler pa~ameters and corrections:

BCV-ND Jelta-B(y-N) B(B-RA> delta-B(B~-RA)
.0856257 .930008¢1 . 7071792 -.Q000002
. 6504279 -.@30a80¢1 . 7878344 . 8000002 :
. 0985212 .03090¢ 1 ~.0008227 . 0000009 i
. 7482683 -.92000€1 ~-.0001544 . 0000000

RMS change in Euler parameters: 1,8901E-07

RMS error in nornalized image coordinates: 4.8614E-0S5

Euler pa~ameters and corrections:

B(V-N> Jelta-B(v-N) B(B-A> delta-B(B-A)

. 0856257 .03000¢€0 . 7071792 -.90080008 |

.6504279 .83000¢0 . 7070344 . 0000000 '

. 0985212 .02000€0 -.0000227 . 8600000

. 7482683 -.B2000¢€0 -.0001544 - . 0000000 i
RMS change in Euler parameters: 7.6322E-09

CEnd of lesst-squares for tuwo FOV)

Kalman Filter Ztate Estimation

State Vectors Differences

True Integ. Proc. B Opt. Est. (aI-1 (B-T) o-1) >i
8.563E~02 13.S71E-0z ©.563E-02 8.564E-02 7.280E-05 -7.171E-26 S.125E-0¢ -
6.504E~-01 13.584E-01 6.504E-01 6.504E-01 -7.019E-05 -1.861E-05 -2,.872E-0S
9.851E~02 17.855E-8z 9.852E-02 9.853E-02 S5.2238E-085 1.184E-85 1.641E-05
7.483E-01 7.483E-01 7.483E-01 7.483E-91 4,.579E-05 1.544E-05 2.231E-0S
-7.962E-06 -'5.633E-0€ -5,633E-06 -6.234E-06 1,.430E-06 1.430E-06 8.234E-07

7.796E-06 4.482(-0€ 4.482E-06 S5.567E-06 -3.314E-06 -3.314E-06 -2.230E-06
-1.725E~0S -1.353E-0% -1,359E-05 -1.556E-05 3.656E-06 3.656E-06 1.685E-0Q6
Norm of optimal z2stimate - 1! . 00000007

Cend of frame)
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